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THE LINEARIZED LANDAU EQUATIONS FROM THE NEWTON LAW

CORENTIN LE BIHAN

Abstract. We provide a rigorous justification of the linearized Boltzmann- and Landau equations
from interacting particle systems with long-range interaction. The result shows that the fluctuations
of Hamiltonian N - particle systems governed by truncated power law potentials of the form U (r) ∼
|r/εeff |−s (near r ≈ 0) converge to solutions of kinetic equations in appropriate scaling limits εeff → 0

and N → ∞. We prove that for s ∈ [0, 1), the limiting system approaches the uncutoff linearized
Boltzmann equation or the linearized Landau equation, depending on the scaling limit. The Coulomb
singularity s = 1 appears as a threshold value. Kinetic scaling limits with s ∈ (0, 1] universally converge
to the linearized Landau equation, and we prove the onset of the Coulomb logarithm for s = 1. To
the best of our knowledge, this is the first result on the derivation of kinetic equations from interacting
particle systems with long-range power-law interaction.
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1. Introduction

In kinetic theory, a gas of particles can be modelled by a system of N particles interacting via a
potential U (·/εeff). In dimension 3, the power laws Us(r) := r−s, s ≥ 1 play a fundamental role, in
particular the Coulomb case s = 1. One of the goals of kinetic theory is the description of such a gas in
the limit N → ∞, εeff → 0. Of course, it depends on the scaling between εeff and N . Here we consider
the low density scaling, where the occupied volume Nεeff

3 goes to 0.
In the case s > 1, a first description of such a system is the Boltzmann equation: if at time 0 the

particles are "sufficiently independent" (we do not precise the sens), the distribution of a typical particle
f(t, x, v) is a solution of the Boltzmann equation (introduced by Boltzmann in 1871 [Bol96])

(1.1)

∂tf + v · ∇xf = Qs(f, f)

Qs(f, h)(v) :=

∫
R3×S2

(f(v′)h(v′∗)− f(v)h(v∗)) bs(v − v∗, η) dv∗ dη,

v′ =
v + v∗

2
+
|v − v∗|

2
η, v′∗ =

v + v∗
2
− |v − v∗|

2
η.

where the kernel bs depends on the potential Us(·). The collision operator Q can be interpreted as a
jump operator for the velocities.

For a power law Us with s ≥ 1, the kernel bs is equal to

bs(z, η) = |z|
s−4
s qs(z · η), with qs(cos θ) ∼

θ∼0
Kθ−

2+s
s

for some constant K. Hence the collision kernel is not integrable near the singularity η · v−v∗|v−v∗| ' 1 (when
the collisions are grazing). We say that the Boltzmann kernel has no cut-off. However, the Boltzmann
operator Qs can be defined if functions f and h are differentiable.

In the Coulombian case s = 1, the singularity near is too large to defined the collision operator, even
for smooth functions. In 1936, Landau proposed in [Lan36] an equation describing a low density Coulomb
gas, the Landau equation:

(1.2)
∂tf + v · ∇xf = cQL(f, f)

QL(f, h)(v) := ∇v ·
∫
R3

|v − v∗|2Id− (v − v∗)⊗2

|v − v∗|3
(
∇f(v)h(v∗)− f(v)∇h(v∗)

)
dv∗.

The factor c a diffusion constant. The starting point of Landau’s argument was the Boltzmann equation
(1.1) associated with the cutoff collision kernel

b1,α(v − v∗, η) :=
1

| log δ|
b1(v − v∗, η)1∣∣∣η· v−v∗|v−v∗|

∣∣∣≤1−δ2
.

The factor 1
| log δ| is the suitable normalisation sequence (sometimes called the Coulomb logarithm). In the

limit δ → 0, the grazing collisions (collisions with small velocity jump) become dominant. The Landau
collision operator is the limit of these Boltzmann operators. The rigorous justification of this process was
performed by Alexandre and Villani in [AV04] (see also [AB91, Des92]).

One can ask if it is possible to derive the Boltzmann equation associated with Us (s < 1), or the
Landau equation, from a physical particle system. In fact, this question remains mainly open and the
only results hold for compactly supported interaction potential and on short time intervals (look at the
Section 1.1). However, it is possible to simplify the problem in order to obtain a positive answer.

A strategy for deriving the Boltzmann equation associated with the the potential Us is to split the
problem into two steps. First, we consider the truncated potential Us,R(x) := χ(R|x|)/|x|s, where
χ(r) : R+ → [0, 1] is a smooth, decreasing cut-off function:

χ(0) = 1, χ([1,∞[) = {0}, χ′ ≤ 0.

Taking the Boltzmann-Grad limit N →∞, Nεeff
2 = 1 (Nεeff

2 = (logR)−1 in the Coulomb case s = 1),
we want to recover the cut-off Boltzmann equation. In a second time, we take the grazing collision
limit R → ∞ to pass from the cut-off Boltzmann equation to the linearized Landau equation if s = 1
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(respectively the linearized Boltzmann equation associated to Us if s > 1). Assuming that R grows
slower enough than N (we will need R = O((log logN)1/4)), one can take the two limits N,R → ∞
simultaneously.

The difficulty is that we need the validity of the cut-off Boltzmann equation on a large time interval
of order O(1) (to be compared the validity time obtained by Lanford O(1/R2), [Lan75], see the next
section). A good way to get long time results is to look at a system set initially near the thermodynamic
equilibrium (or Gibbs state): the probability to find particles with position x1, · · · , xN and velocities
v1, · · · , vN is

MN
εeff ,R

(x1, · · · , xN , v1, · · · , vN ) :=
1

ZN,εeff ,R
exp

− N∑
i=1

|vi|2

2
−

∑
1≤i<j≤N

UR

(
xi − xj
εeff

)
where ZN,εeff ,R is a normalistion constant. We want to understand the fluctation field ζtε around the
equilibrium: for a test function g, we define

ζtεeff
(g) :=

√
N

(
1

N

N∑
i=1

g(xεeff
i (t),vεeff

i (t))− Eεeff

[
1

N

N∑
i=1

g(xεeff
i (t),vεeff

i (t))

])
.

In the previous equality, (xεeff
i (t),vεeff

i (t)) denotes the coordinates of the i-th particle at time t, and the
expectation is taken with respect to the Gibbs measure MN

εeff ,R
dXN dVN . In that setting, Bodineau et

al are able to describe the hard sphere system by the linearized Boltzmann equation, which is derived
considering a symmetric perturbation of the equilibrium (see [BGSR17, BGSRS21, LB22]).

One can now write a vague version of the theorem proved in the present paper (a rigorous version is
written in Theorem 4).

Theorem 1. Consider a system of N particles evolving with respect to Newton’s laws, interacting through
the pairwise potential Us,R(·/εeff). At time zero, the particles are distributed with respect to the equilibrium
measure MN

εeff ,R
(x1, · · · , xN , v1, · · · , vN ) dXN dVN . Parameters N, εeff , R are set with respect to the

Boltzmann-Grad and grazing collision scallings

N →∞, R→∞, R = O((log logN)1/4), and Nεeff
2 =


cs,χR

−2(1−s) if s ∈ (0, 1)

(logR)−1 if s = 1,

1 else.

The diffusion constant cs,χ (when s ∈ (0, 1)) depends on the singularity s and the cut-off function χ.

Fix g and h two test functions. Then denoting M(v) := e−
|v|2

2

(2π)3/2 ,

(1.3) Eε
[
ζtεeff

(g)ζ0
εeff

(h)
]
−→
εeff→0

∫
g(t, x, v)h(t, x, v)M(v) dx dv

with g(t, x, v) the solution of the linearized equation{
∂tg + v · ∇vg = L∞g,

g(t = 0, x, v) = g(x, v)
where L∞g :=


1

M
(QL(Mg,M) +QL(M,Mg)) if s = 1,

1

M
(Qs(Mg,M) +Qs(M,Mg)) else.

1.1. State of the art. Now we recall some results about the derivation of the Boltzmann and Landau
equation.

In the non linear setting, the only results hold for potential U (·) supported in a ball {x ∈ R3, |x| ≤ R}.
In the Boltzmann-Grad scaling Nεeff

2 = 1, the distribution of a typical particle follows the Boltzmann
equation up to a time O(1/R2). The first derivation was performed by Lanford [Lan75] for hard spheres
(i.e. exp(−Uhs(r)) = 1r>1) and King [Kin75] for more general compactly supported potentials (see also
[GSRT13, PSS14, Den18, BGSRS18]). The previous results have two defaults. They are valid only up to
a small time (for the atmosphere at the level of the sea, this time scale is of order 10−9s), and the results
apply only to a compactly supported interaction potential. However, there is one long time result out of
equilibrium [IP89], in a setting where the dispersive effects are dominant.

For the Landau equation, the unique results hold only at time 0 (see [PSS14, Win21]): the authors
obtain the equality

(∂tf)|t=0 = −v · ∇xf0 +QL(f0, f0).
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This is not the first attempt to derive a linear version of the Boltzmann equation without a cut-off
and the Landau equation. The first proof was provided in a setting where one tagged particle is followed
in a background of fixed particles distributed with respect to the Poisson measure (see [DP99] for the
derivation of Boltzmann equation and [DR01] for the derivation of Landau equation). Later, a linear
particles setting was treated. One follows a tagged particle 1 in a bath initially at thermal equilibrium.
Hence, the one has to compute the covariance

Eεeff
[h(xεeff

1 (t),vεeff
1 (t))g(xεeff

1 (t),vεeff
1 (t))]

in the Boltzmann-Grad and grazing collision scaaling. At the limit, the distribution of the particle 1
is described by the linear Landau (respectively Boltzmann) equation (see [Ayi17] for the Boltzmann
version and [Cat] for the Landau one). In her paper, Ayi does not consider interaction through the
cut-off potential Us,R, but directly a long range potential U with fast decay at infinity (she needs
U (r) ≤ O(exp(− exp exp |x|4))). Note that if the linear setting is a O(1) perturbation of equilibrium, the
linearized setting (which is treated in the present paper) is a O(N) perturbation of equilibrium.

1.2. Main steps of the proof. We present now the main step of the proof. As explained before, the
proof can be split into two pieces: first, we derive the linearized cut-off Boltzmann equation from the
particle system, and second, we pass from the cut-off linearized Boltzmann equations to the linearized
Landau equation (or the uncut-off Boltzmann). The second step has already been treated by Raphael
Winter and the author [LBW22]. The main contribution of the present paper is the treatment of the first
step, i.e. the derivation of the cut-off linearized Boltzmann equation.

This problem was already solved by Bodineau et al in the hard sphere setting [BGSRS21]. However,
they need a refined result of Billard theory [BFK98] to control the dynamical memory effect (called
recollision). It is an explicit bound on the number of collisions that can occur between a fixed number
of particles. Such a result cannot be easily generalised to other interaction potentials, first because the
"number of collision" is not well defined (particles can overlap). In [LB22], the author provided a proof
avoiding the result of [BFK98]. It is based on a subtle conditioning of the initial data, allowing to control
locally the number of recollisions. In the present work, we have simplified the strategy, and adapted it to
particles interacting through a general compactly, supported interaction potential (see Assumption 2.1).

1.3. Modification of the scaling parameters. For a fix s ≥ 1 and a cut-off function χ : R+ → [0, 1],
we define the parameters

ε := εeff/R, α := 1/Rs,

and the interaction potential

V (x) :=
χ(|x|)
|x|s

.

Hence we have the equality Us,R(x/εeff) = αV (x/ε).
In the following, we will use ε, α and V because it will simplify the notation and allows to take bounded

potential s = 0.

2. Definition of the system and strategy of the proof

2.1. The Hamiltonian dynamic. Let T := Rd/Zd (with d ≥ 2) be the domain. We denote D = T×Rd
its tangent bundle and Dn the n-particle canonical phase space. In the following, we use the notation

Xn = (x1, · · · , xn) ∈ Tn, Vn = (v1, · · · , vn) ∈ Rnd, and zi = (xi, vi) ∈ D.

On each Dn we construct the Hamiltonian dynamics associated with the Energy

(2.1) Hn(Zn) :=
1

2
|Vn|2 + Vn(Xn), Vn(Xn) :=

∑
1≤i<j≤n

αV

(
|xi − xj |

ε

)
,

where V is the interaction potential and α is a normalisation constant of the potential:

(2.2) ∀i ∈ [1, n],

{ d
dtxi = ∇viHn(Zn(t)) = vi,

d
dtvi = −∇xiHn(Zn(t)) =

α

ε

n∑
j=1
j 6=i

∇V

(
xi − xj

ε

)
.

We impose the following condition on the interaction potential
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Assumption 2.1. There exists a constant s ∈ [0,∞) and a decreasing cut-off function χ ∈ C ([0,∞)) ∩
C 2([0, 1) such that

(2.3) V (x) :=
χ(|x|)
|x|s

, χ(0) = 1, χ([1,∞)) = {0}.

This dynamics is well defined for all times, almost everywhere in Dn with respect to the Lebesgue
measure.

2.2. Grand-canonical ensemble and stationary measure. In the following, we choose to not fix the
number of particles N but we define it as a random variable of expectation µ (we say that we take the
grand canonical ensemble). If we choose the number of particles (the Canonical ensemble), the system
will become more rigid and the calculations harder. However, one expects that Canonical and Grand
Canonical ensembles become equivalent when the number of particles goes to infinity.

We denote D :=
⊔
n≥0 Dn the grand canonical phase space. We can then extend the Hamiltonian

dynamics to D and denote ZN (t) the realisation (defined almost surely) of the Hamiltonian flow on D
with random initial data ZN (0): for N = n, ZN (t) follows the Hamiltonian dynamics on Dn.

The initial data is sampled according to the stationary measure introduced now. The grand canonical
Gibbs measure Pε (and its expectation Eε) are defined on D as follows: an application H : D → R is a
test function if there exists a sequence (hn)n≥0 with hn ∈ L∞(Dn) and

if N = n, ZN = (z1, · · · , zn) and H(ZN ) := hn(z1, · · · , zn).

Then we define Eε as

(2.4) Eε[H(ZN )] :=
1

Z

∑
n≥0

µn

n!

∫
Dn
hn(Zn)

e−Hn(Zn)

(2π)nd/2
dZn,

where Z is a normalisation constant and µ is the chemical potential. The parameters ε and µ are tuned
with respect to the Boltzmann-Grad scaling

(2.5) µ εd−1d = 1,

where d is the mean free path. The length d can be interpreted as the typical distance crossed by a particle
between two collisions.

d

2ε
v

Figure 1. The first particle will meet the second one. Here v is of order 1.

The empirical distribution at time t is defined as the average configuration of particles at time t: for
any g test function on D,

(2.6) πεt (g) :=
1

µ

N∑
i=1

g(zi(t)).

At equilibrium, we have the following law of large numbers. Denote

(2.7) M(v) :=
e−
|v|2

2

(2π)
d
2

.

Proposition 2.2. For any continuous and bounded test function g : T× Rd → R, for all t ∈ R and for
any δ > 0,

(2.8) lim
ε→0

Pε
[∣∣∣∣πtε(g)−

∫
g(z)M(v) dz

∣∣∣∣ ≥ δ] = 0.

Remark 2.2.1. The previous result is a simple corollary of the Lanford theorem and of the invariance
of the measure (see [Lan75]).
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The aim of this article is to investigate the next order, namely the fluctuation field

(2.9) ζtε(g) := µ
1
2

(
1

µ

N∑
i=1

g(zi(t))− Eε[πε0(g)]

)
.

2.3. Binary collision, scattering and definition of the Linearized Boltzmann operator. Inter-
actions involving more than two particles become negligible in the Boltzmann-Grad limit.

The present section is dedicated to describing the map between pre-collision and post-collision veloci-
ties. It is called the scattering map.

Consider two interacting particles 1 and 2 following the Hamiltonian dynamic associated with H2. At
time 0, particles have coordinates (X2(0), V2(0)) with

x1(0) = εν, x2(0) = 0, v1 = v and v2(0) = v∗

where ν ∈ Sd−1 and (v − v∗) · ν > 0.
The particles will interact on a finite interval [0, [τ ]] with τ the infimum of {τ > 0, |x2([τ ])−x1([τ ])| =

ε}. The time [τ ] is finite and bounded by 1
|v−v∗| (see Lemma B.1). We define (ν′, v′, v′∗) as

ν′ :=
x2(τ)− x1(τ)

ε
and (v′, v′∗) :=

(
v1([τ ]), v2([τ ])

)
.

In addition, it conserves both momentum, kinetic energy, and angular momentum:

(2.10) v + v∗ = v′ + v′∗, |v|2 + |v∗|2 = |v′|2 + |v′∗|2 and (v − v∗) ∧ ν = (v′ − v′∗) ∧ ν′,

with ∧ the cross product. We deduce that

(2.11) |(v − v∗) · ν| = |(v′ − v′∗) · ν′|.

Definition 2.2.1. The scattering application

(2.12) ξα : (ν, v, v∗) 7→ (ν′, v′, v′∗)

is a local diffeomorphism which sends measure dvdv∗dν to dv′dv′∗dν′.

v

v∗

v
′

∗

v
′

ν
ρ

η

Figure 2. The scattering between two particles.

We define the linearized Bolzmann operator in the King’s form:

(2.13) LU g(v) :=

∫
S×Rd

(
g(v′) + g(v′∗)− g(v)− g(v∗)

)
((v − v∗) · ν)+M(v∗) dν dv∗.

where we apply the scattering with interaction potential U (·), and Lα := LαV .
This operator describes the variation of mass due to changes of velocity of colliding particles. The

operator Lα is a self-adjoint non-positive operator on L2(M(v) dz).

Remark 2.2.2. We say that the Boltzmann operator LU has a cutoff because we cutoff the long range
interaction.

There is another interpretation of this property. For parameter (v, v∗, ν), we can define the vector η
such that

v′ =
v + v∗

2
+
|v − v∗|

2
η, v′∗ =

v + v∗
2
− |v − v∗|

2
η,

and bα(v − v∗, η) (called the collision kernel) the Jacobian of the application ν 7→ η:

((v − v∗) · ν)+ dν → bα(v − v∗, η)η.
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We say that the Boltzmann operator has a cutoff because for any v − v∗, the following bound holds∫
bα(v − v∗, η) dη <∞.

2.4. Convergence to the linearized Boltzmann equation with a cut-off. We recall that we have
divided the proof of Theorem 1 into two steps. The first step is to take the Boltzmann-Grad limit µ→∞.
As we want to take the limit α→ 0 in a second time, we need a quantitative rate of convergence.

We define the norm

(2.14) ‖g‖0 := sup
(x,v)∈D

∣∣M−1(v)g(x, v)
∣∣ and ‖g‖k :=

∑
|α|≤k

‖∇αg‖0.

Theorem 2. Let g and h be two test functions C 1(D), with ‖g‖1, ‖h‖1 < ∞. Then there exist three
constants C > 1, C ′ > 1 and a ∈ (0, 1) independent of g, h such that for any ε small enough, T > 1,
θ < 1

C′T 2 , α, d ∈ (log | log ε|−1, 1),

(2.15) sup
t∈[0,T ]

∣∣∣∣Eε[ζtε(h)ζ0
ε (g)

]
−
∫
h(z)gα(t, z)M(z) dz

∣∣∣∣
≤ C

(
C
T 3/2θ1/2

d2
+
T

θ
2T

2/θ2

(
CT

d

)2T/θ

εa/2

)
‖g‖1‖h‖1,

where gα(t, z) is the solution of the linearized Boltzmann equation

∂tgα(t) + v · ∇xgα(t) =
1

d
Lαgα(t),

gα(t = 0) = g
(2.16)

The theorem is valid in any dimension d ≥ 2. However, taking the grazing collision limit α→ 0 has a
physical meaning only in dimension 3.

This theorem is the main purpose of the present article. We conclude the proof of Theorem 2 by
Estimation (3.26), and we outlined the main step of the proof in Section 2.7.

2.5. Derivation of the linearized Landau equation and Boltzmann equation without cut-off.
The dimension is fixed at d = 3 (we think that it is the most physical case). In a second time, we want to
take the weak coupling limit α→ 0, d→ 0. It is the abstract of Raphael Winter and the author’s result
in [LBW22].
The case where the singularity 1

rs of the potential is bigger than the Coulomb’s case (s > 1).
In the limit α → 0 we will only see the effects of the singularity at the origin. We define the power law
potential Us(r) := 1/rs. It is natural to guess that

(2.17) α−
2
sLα → LUs

which is a linearized Boltzmann operator associated without cutoff (see Appendix A for a rigorous defi-
nition of LUs and a justification of the scaling d = α2/s).

Remark 2.2.3. We say that the Boltzmann operator LUs
has no cutoff because particles can interact

at long range and the collision kernel bs(v− v∗, η) associated to the potential 1/rs (defined as in Remark
2.2.2) is not integrable in the η variable.

The Coulomb case s = 1. It is not possible to define the Boltzmann operator for the Coulomb potential.
However, we can prove (see [LBW22]) that for g a test function smooth enough,

(2.18)
1

α2| logα|
Lαg −→

α→0
cV K g

where cV = 1 is a diffusion constant and K is the linearized Landau operator

(2.19) K g(v) =
2π

M(v)
∇v ·

(∫
R3

P⊥v−v∗
|v − v∗|

(∇g(v)−∇g(v∗))M(v)M(v∗) dv∗

)
.

Treat now the case lower than Coulomb s ∈ [0, 1). For these potentials, the scaling and the diffusion
change:

d = α2, 2πcV =
1

8π

∫
R3

δ(k · ~e1)|k|2|V̂ (k)|2 dk,(2.20)
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where ~e1 is a unit vector, and we use the convention V̂ (k) =
∫
R3 e
−ik·xV (x) dx for the Fourier transform

of V , and

(2.21)
1

α2
Lαg −→

α→0
cV K g

The previous discussion can be summarised by the following theorem:

Theorem 3 (proven in [LBW22]). For g : D→ R smooth and V respecting Assumption ??, there exists
a positive constant C such that

(2.22)
∥∥d−1
s,αLαg −L∞g

∥∥
L2(M(v) dz)

≤ C

| logα|
‖g‖3

where L∞ and ds,α are given by

Singularity Mean free-path Limiting operator

s > 1 ds,α := α2/s L∞ = LUs

s = 1 ds,α := α2| logα| L∞ = K

s < 1 ds,α := α2

L∞ = cV K ,

cV =
1

16π2

∫
R3

δ(k · ~e1)|k|2|V̂ (k)|2 dk

In addition, defining g∞(t) the solution of

∂tg∞(t) + v · ∇xg∞(t) = L∞g∞(t),

g∞(t = 0) = g
(2.23)

and gα the solution of (2.16) with d := ds,α, the following convergence holds

(2.24) gα ⇀
α→0

∗ g∞ in L∞t (R+(L2(M(v) dz)).

Combining it with Theorem 2 we obtain the main theorem:

Theorem 4. Let f, g ∈ L2(M(v) dz) be two test functions.
Consider a potential V such that the Assumptions 2.1 are verified and V (r) ∼

r→0+

1
rs , s > 1.

Fix the scaling µε2ds,α = 1. Then we have the following convergence result: for all t ≥ 0,

Eε
[
ζtε(h)ζ0

ε (g)
]

−→
ε→0
α→0

α>log | log ε|−
1
4

∫
h(z)g∞(t, z)M(z) dz

where g∞(t) is the solution of the equation (2.23).

Proof. First, the space E := {g : D→ R, ‖g‖1 <∞} is dense in L2(M(v dz)).
Since the two bilinear operators

(h, g) 7→ Eε
[
ζtε(h)ζ0

ε (g)
]
, (h, g) 7→

∫
h(z)g∞(t, z)M(z) dz

are continuous on L2(M(v) dz) (see [BGSRS21]), it is sufficient to take g, h ∈ E.
Set T := max(1, t). Fixing θ := 1

β log | log ε| for β ∈ (0, 1) small enough,

C

(
C
T 3/2θ1/2

d2
s,α

+
T

θ
2T

2/θ2

(
CT

dα,s

)2T/θ

εa/2

)
= O(εa/4).

Hence Theorem 2 provides

Eε
[
ζtε(g)ζ0

ε (h)
]

=

∫
h(z)gα(t, z)M(v) dz +O(εa/4‖g‖1‖h‖1).

Theorem 3 provides the convergence∫
h(z)gα(t, z)M(v) dz →

∫
h(z)g∞(t, z)M(v) dz.

This conclude the proof. �
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2.6. Central Limit Theorem for the fluctuation field. One can ask if it is possible to go further
in the description of the fluctuation field. In the hard spheres setting, it is possible to prove a Central
Limit Theorem for ζtε.

At time 0, one can show that ζ0
ε converges in law to the Gaussian field ζ0 define by

Definition 2.2.2. Let ζ0 the Gaussian field on D of covariance

(2.25) ∀f, g ∈ L(M(v)dz),

E
[
ζ0(h)ζ0(g)

]
=

∫
h(z)g(z)M(v)dz,

E
[
ζ0(g)

]
= 0.

It is possible to generalize this result to the time dependent process (see [Spo81, Spo83, BGSRS20] for
short time result and [BGSRS22a] for long time result).

Theorem 5 (Bodineau, Gallagher, Saint-Raymond, Simonella, [BGSRS22a]). Consider the hard spheres
system in d-dimensional torus Td (d bigger than 3) and fix the Boltzmann-Grad scaling µεd−1 = 1.
The fluctuation field (ζε)t≥0 converges for al time to ζt, the Gaussian field solution of the fluctuating
Boltzmann equation

(2.26)

{
dζt = LBζ

tdt+ dξt

ζt=0 = ζ0
.

The field ξt is the mean free Gaussian field of covariance

E

[∫ T

0

h(z1)ξτ1(dz1)dτ1

∫ T

0

h(z2)ξτ2(dz2)dτ2

]

:=
1

2

∫ T

0

dτ

∫
dµ(z1, z2, η)M(v1)M(v2)∆h∆g,

(2.27)

where
dµ(z1, z2, η) := δx1=x2b((v1 − v2), η)dz1dz2dη,

∆h := h(v′1) + h(v′2)− h(v1)− h(v2),

and b((v1 − v2), η) the hard sphere collision kernel.

As the particle dynamics has a memory (it is a purely deterministic process), it does not preserve the
initial Gaussian structure. In [BGSRS22a], the Gaussian property is proved by checking asymptotically
the Wick’s law for the limiting field.

One can asks if such a theorem still applied in a system of particle interacting through a more general
potential V . For the moment the question is still open.c

Notations. For m < n two integers, we denote [m,n] := {m,m+ 1, · · · , n} and [n] := [1, n].
For Zn ∈ Dn, and ω ⊂ [n], we denote

Zω := (zω(1), · · · , zω(|ω|))

where ω(i) is the i-th element of ω counted in increasing order.
Given a family particles indices {i1, · · · , in}, the notation (i1, · · · , in) indicates the ordered sequence

in which ∀k 6= l, ik 6= il. In addition
• in := (i1, · · · , in),
• for m ≤ n, im = (i1, · · · , im), and more generally for ω ⊂ [1, n], iω := (iminω, · · · , imaxω),
• for 0 ≤ m < n and (i1, · · · , im),

∑
(im+1,··· ,in)

denotes the sum over every family (im+1, · · · , in) such

that for 1 ≤ k < l ≤ n, ik 6= il, and ∑
in

=
∑

(i1,··· ,in)

,

• Zin := (zi1 , · · · , zin), as ordered sequence.

We also precise the sense of Landau1 notation: A = B + O(D) means that there exists a constant C
depending only on the dimension such that |A−B| < C D.

1from Edmund Landau and not Lev Landau.
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When we performed estimation, C is a positive constant (which can change from a line to another)
and the final time t is supposed to be bigger than 1 (in general, we prefer to denote τ any intermediate
time).

Finally, let hn be a function on Dn. We denote

Eε
[
hn
]

:= Eε

[
1

µn

∑
(i1,··· ,in)

hn
(
Zi
)]

and the associated centered function defined on Dε

ĥn(ZN ) :=
1

µn

∑
(i1,··· ,in)

hn
(
Zin
)
− Eε

[
hn
]
.

2.7. Strategy of the proof Theorem 2. The proof of Theorem 2 follows a path similar to [BGSRS21]
and [LB22], which were written in the case of hard spheres.

As ζ0
ε (g) is a mean-free random variable on D , we can write

(2.28) Eε
[
ζtε(h)ζ0

ε (g)
]

=
1
√
µ
Eε

[
N∑
i=1

h(zi(t))ζ
0
ε (g)

]
.

We see that the function h is evaluated at time t whereas the function g is evaluated at time 0. The
first step of the proof is the construction of a family of functionals (Φ1,n)1≤n, Φt1,n : L∞(D) → L∞(Dn)
such that for any initial configuration ZN ∈ D ,

(2.29)
N∑
i=1

h(zi(t)) =
∑
n≥1

∑
in

Φt1,n[h](Zin(0)).

The first part of Section 3 is dedicated to give an explicit expression to the Φt1,n:

(2.30) Φt1,n[h](Zn) :=
1

(n− 1)!

∑
history

h(z1(t, Zn,history))1historyσ(history)

where z1(t, Zn,history) is the final position of particle 1 in the pseudorajectory of prescribed history.
A pseudotrajectory is the path of a finite set of particles. This set is divided into disjoint clusters.
When a particle meets another one, they interact if they are in the same cluster and ignore each other
else. In the both cases, this meeting creates a link between the two trajectories. The history of the
pseudocharacteristic is a discrete parameter describing the links between the particles2. In the preceding
formula 1history checks that the pseudotrajectory is possible, and σ(history) = ±1 is a sign link to a
splitting of the collision operator Lα into a positive and a negative part.

0

t

Particles interacts
Particles do not interact

Figure 3. Exemple of pseudotrajectory for four particles. Note that there are two
clusters of particles and σ(history) = 1.

The decomposition (2.29) can be interpreted as the dual formulation of the pseudocharacteristic devel-
opment first used by Lanford in his original proof [Lan75] for the hard sphere system and later adapted by

2An history can be constructed as first a partition into clusters (ρ1, · · · , ρr) of the set of particles and of the graph of
vertices [r] and with the edge (i, j) if one particle of ρi meets one particle of ρj . The sign σ(history) is 1 if the number of
edges is even, −1 else.
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King for other potentials [Kin75]. However, the King decomposition makes a distinction between binary
interaction and interaction with more than two particles. In order to avoid this feature, we prefer to use
the dynamical cluster introduced by Sinai [Sin72] in a different setting and later by Bodineau et al. for
hard spheres in Boltzmann-Grad scaling (see [BGSRS22b]).

In the classical derivation of the Boltzmann equation (and here of the linearized Boltzmann equation),
there are two main steps. First, we need to prove that each term

(2.31) Eε

µ− 1
2

∑
in

Φt1,n[h](Zin(0))ζ0
ε (g)


converges to its formal limit. It is defined by the asymptotic of the Hamiltonian dynamics when particles
become punctual.

The main obstacles to this convergence are multiple interactions (interaction between more than three
particles) and recollisions. A recollision is an interactions between two particles q and q̄, beginning at
time τ and such that we can find a sequence a sequence of particles q1 = q, q2, · · · , qr = q̄ with qi meeting
qi+1 before time τ . Recollisions become rare in the limit ε→ 0 and are impossible in the limiting process.

The second step is an a priori bound of the terms of the series (2.29). An L1 estimation is used in the
classical derivation of the Boltzmann equation (see [Lan75, Kin75, GSRT13, PSS14]). It is valid only for
short times. The linear version of the problem (one tagged particle followed in a background initially at
equilibrium) is only a O(1) perturbation of equilibrium. Thus, the L1 bounds are valid for all time (see
[vBLLS80, BGSR16, Ayi17, Cat18]). The linearized setting is a O(µ) perturbation of the equilibrium
and L1 bounds are no longer sufficient to reach long time (Spohn used them to describe the fluctuation
on short time in [Spo81]). To gain estimation on a longer time interval, it is convenient to consider L2

estimates (see [BGSR17, BGSRS21, BGSRS22a, LB22]). Indeed, because ζ0
ε (g) is a mean free random

variable, for any intermediate time ts ∈ [0, t],∣∣∣∣∣Eε
[
µ−

1
2

∑
in

Φt−ts1,n [h](Zin(ts))ζ
0
ε (g)

]∣∣∣∣∣ =
∣∣∣Eε[µn− 1

2 Φ̂t−ts1,n [h](ZN (ts))ζ
0
ε (g)

]∣∣∣
≤ Eε

[
µ2n−1

(
Φ̂t−ts1,n [h](ZN (ts))

)2 ] 1
2Eε

[ (
ζ0
ε (g)

)2 ] 1
2

≤ Eε
[
µ2n−1

(
Φ̂t−ts1,n [h](ZN (0))

)2 ] 1
2Eε

[ (
ζ0
ε (g)

)2 ] 1
2

,

using a Cauchy-Schwartz inequality and the invariance of the Gibbs measure. Hence, it is possible to
begin a development along pseudotrajectories and stop at time ts when it becomes "pathological". Then
we can ignore what happens in the time interval [0, ts].

We need to bound the Eε
[(

Φ̂t−ts1,n [h]
)2], which is linked to the estimation of the integrals (see the

Section 4)

(2.32) ∀m ≤ n
∫ ∣∣Φt−ts1,n [h](Zn)Φt−ts1,n [h](Z[n−m,2n−m])

∣∣ e−H2n−m(Z2n−m) dZ2n−m.

Unfortunately, we do not know how to take account of the signs σ(history) in the bound of Φt−ts1,n .
Thus, we are reduced to counting the number of histories needed to describe the pseudotrajectories with
n particles. A useful tool is the collision graph on [τ, τ ′]: its vertices are the particles 1, · · · , n and it
has an edge (q, q̄) for any collision involving particles q and q̄ happening between times τ and τ ′. If we
forbid multiple interactions and recollisions, the collision graph on [ts, t] has no cycle. Hence, we only
need n− 1 parameters to decide for each collision if particles interact or not.

We now introduce two samplings, one to control regular collisions and one to control recollisions and
multiple interactions.

The first sampling has a relatively large step θ := 1
C log | log ε| (for some constant C large enough). We

stop the pseudotrajectories development at time t−kθ if there are more than 2k particles involved in the
pseudotrajectory. Hence, the number of particles at time 0 remains controlled.

The second sampling has a shorter step, δ := ε1/12. We stop the expansion at time ts := t − kδ if
the pseudotrajectory has at least one recollision on [ts, t] (but no recollision on [ts + δ, t]). Imposing
recollisions create an additional geometric condition, and thus, an extra-smallness gain.

However, we still have too much possible history. To reduce their number, we separate the pseudotra-
jectories in two categories. In non-pathological pseudotrajectories, the collision graphs on [ts, ts + δ] and
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on [ts + δ, t] have both no cycle. We are in a setting close to the case without recollision, and we only
need Cn parameters (C a fixed constant) to describe the histories.

We explain now how to treat the pathological recollisions part. We condition the initial data ZN (0)
such that on each interval [kδ, (k + 1)δ] a particle can interact3 with only a finite number of particles
γ (we will take γ := 12d). Hence, for a pseudotrajectory z1(t, Zn,history), the history has to describe
first a partition of [n] into small clusters of particles that interact together on [0, δ] and how they really
interact. As the size of each cluster is uniformly bounded, the number of histories is at most of order Cn
for some C > 1.

ts

t

ts + δ

Figure 4. An example of one pathological pseudotrajectory (on the left) and a non-
pathological one (on the right)

The paper is organised as follows: In section 3, we give a proper definition of histories and we use
it to construct the functionals Φt1,n. Then we implement the two samplings. This allows to decompose
Eε
[
ζtε(h)ζ0

ε (g)
]
into a main term, plus error terms of different nature: a development on pseudotrajectories

(i) without recollisions (bounded in Section 5), (ii) with non-pathological recollisions (bounded in section
7) and (iii) with pathological recollisions (bounded in Section 8). The estimation of the error terms
requires standard L2(Pε) estimates based on static cumulant decompositions, which are reported in
Section 4. Finally, the convergence of the main term is proven in Section 6. Annex B to the analyses of
trajectories leading to recollisions of multiple interactions.

3. Development along pseudotrajectories and time sampling

3.1. Dynamical cluster development. For any test functions h and g : D→ R we want to compute

Eε
[
ζtε(h)ζ0

ε (g)
]

=
1

µ
Eε

 N∑
i=1

h(zi(t))

N∑
j=1

g(zj(0))

 .
We have a sum evaluated at time t and a sum evaluated at time 0. In order to compute it, we have to

pull back the second sum to time 0: we want to construct a family of applications Φt1,n : L∞(D)→ L∞(Dn)
such that for almost all initial data ZN (0) ∈ D

h(zi1(t)) =
∑
n≥1

∑
(i2,··· ,in)

Φt1,n[h](Zin(0)).

More generally, we will construct a family of functional Φtm,n : L∞(Dm) → L∞(Dn) (with m < n) such
that for any test functions hm ∈ L∞(Dm),

hm(Zim(t)) =
∑
n≥1

∑
(im+1,··· ,in)

Φtm,n[hm](Zin(0)).

Remark 3.0.1 (Comparison with the hard sphere setting). In the hard spheres setting, a tree pseu-
dotrajectories development is used as it comes directly from the BBGKY hierarchy (see for example
[Lan75, PS15, BGSRS21, LB22]). We begin at time 0 with n particles, and at each collision, we can
remove or not one particle to end at time t with m particles. However, in the case of physical potential,
writing the BBGKY hierarchy is difficult as particles can overlap, and there can be interaction between

3the meaning of interact will be precise in definition 3.0.5.
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more than three particles are possible (see [Kin75, GSRT13, PSS14] for a description of the BBGKY
hierachy). Hence, we will use a different kind of pseudotrajectory development called “dynamical cluster
development” (see [Sin72, PSW16, BGSRS22b, Gra58], from which we take inspiration).

Fix λ ⊂ N a finite set of particles. We denote by Zλ(τ) = (Xλ(τ),Vλ(τ)) the Hamiltonian trajectory,
linked to the energy

Hλ(Zλ) :=
∑
q∈λ

|vq|2

2
+
α

2

∑
q,q̄∈λ
q 6=q̄

V

(
xq − xq̄

ε

)

of the particles λ (isolated of the other particles) with initial data Zλ(0) = Zλ. For any subset λ′ ⊂ λ,
we denote Zλλ′(τ) is the trajectory of particles λ′ in Zλ(τ).

Definition 3.0.1. Given Zλ ∈ D|λ|, we construct the graph G with vertex λ and (q, q̄) ∈ λ2 is an edge if
and only if q < q̄ and if there exists a time τ ∈ [0, t] such that

∃τ ∈ [0, t],
∣∣xλq (τ)− xλq̄ (τ)

∣∣ ≤ ε
We say that Zλ(τ) form a dynamical cluster if the graph G is connected. We denote ∆∆|λ|(Zλ) the

indicator function that the trajectory Zλ(τ) forms a dynamical cluster.
In the same way, for ω ⊂ λ, we say that Zλ(τ) form a ω-cluster if, in the collision of Zλ(τ), all the

particles are in the same connected components of G that one of the particles of ω. The function ∆∆ω
|λ|(Zλ)

is equal to 1 if Zλ(τ) is a ω-cluster, 0 else.

Remark 3.0.2. In the following, we consider that all the graphs are unoriented.

Definition 3.0.2. We say that trajectories Zλ(τ) and Zλ
′
(τ) (with λ ∩ λ′ = ∅) have an overlap if there

exist a couple of particle (q, q′) ∈ λ×λ′ and some time τ ∈ [0, t], such that |xλq (τ)− xλ
′

q′ (τ)| ≤ ε. Then we
denote λ ◦∼ λ′.

For (Zλ1
, · · · , Zλl

) ∈
∏l
i=1 D|λi| initial data, we look at the indicator function that for any i 6= j,

Zλi(τ) and Zλj (τ) have no overlap. We can expand it as∏
1≤i<j≤l

(
1− 1

λi
◦∼λj

)
=
∑
ω⊂[1,l]

1∈ω

∑
C∈C (ω)

∏
(i,j)∈E(C)

−1
λi
◦∼λj︸ ︷︷ ︸

:=OO|ω|(Zλ1
,Zλω(2)

,··· ,Zλω(|ω|) )

∏
(i,j)∈(ωc)2

i 6=j

(
1− 1

λi
◦∼λj

)
.

(3.1)

We have defined (OOl)l the cumulants of the overlap indicator functions.

We make a partition of D depending on the way particles interact during the time interval [0, t]: fixing
N ∈ N and im,

hm(Zim(t)) =

N∑
l=1

∑
im⊂λ1

(λ2,··· ,λl)∈Pl−1
λc1

hm(Zim(t))∆∆
im
λ1

(Zλ1
)

l∏
i=2

∆∆|λi|(Zλi)
∏

1≤i<j≤l

(
1− 1

λi
◦∼λj

)

=

N∑
l=1

∑
im⊂λ1

(λ2,··· ,λl)∈Pl−1
λc1

hm(Zim(t))∆∆
im
λ1

(Zλ1)

l∏
i=2

∆∆|λi|(Zλi)
∑
ω⊂[1,l]

1∈ω

OO|ω|(Zλω )

×
∏

(i,j)∈(ωc)2

i 6=j

(
1− 1

λi
◦∼λj

)
where we have denoted Pr

ω the set of the unordered partitions (ρ1, · · · , ρr) of the set ω.
We make the change of variables

(l, (λ1, · · · , λl) , ω) 7→
(
ρ, l1,

(
λ̄1, · · · , λ̄l1

)
, l2,

(
λ̃1, · · · , λ̃l2

))
where

ρ :=
⋃
i∈ω

λi, l2 := |ω|, l1 := l− |ω|,
(
λ̄1, · · · , λ̄l1

)
:= (λj)j∈ωc and

(
λ̃1, · · · , λ̃l2

)
:= (λj)j∈ω .
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The set ρ is the set of particles linked to im via a chain of interactions or overlaps. We get

hm(Zim(t))

=
∑
im⊂ρ

|ρ|∑
l1=1

∑
im⊂λ̄1⊂ρ

(λ̄2,··· ,λ̄l1
)∈P

l1−1

λ̄c1

hm

(
Zλ̄1
im

(t)
)

∆∆
im
λ̄1

(
Zλ̄1

) l1∏
i=2

∆∆|λ̄i|
(
Zλ̄i
)
OOl1

(
Zλ̄1

, · · · ,Zλ̄l1

)

×
|ρc|∑
l2=1

∑
(λ̃1,··· ,λ̃l2

)∈P
l2
ρc

l2∏
i=1

∆∆|λ̃i|(Zλ̃i)
∏

(i,j)∈(ωc)2

i 6=j

(
1− 1

λ̃i
◦∼λ̃j

)
.

The second line is the sum over all possible partitions (λ̃1, · · · , λ̃l2) of ρc of the indicator function that
they are effectively the dynamical cluster of the initial data. Hence, it is equal to one. We identify the
n-th dynamical cumulant as

Φtm,n[hm](Zn) :=
1

(n−m)!

n∑
l=1

∑
[m]⊂λ1⊂[n]

∑
(λ2,··· ,λl)

∈Pl−1
λc1

hm(Zλ1

[m](t))OOl(Zλ1
, · · · , Zλl

)

×∆∆
[m]
|λ1|(Zλ1

)

l∏
i=2

∆∆|λi|(Zλi),

(3.2)

0

t
1 5 2 3 467

i4

8

λ2

λ1

λ3

τ1

τ2

τ3

τ4

τ5

τ6

τ8

9

τ7

Figure 5. Example of trajectory in a dynamical cumulant. We want to follow the
particles {1, 2, 3, 4}.

We can now write the dynamical cluster expansion:

Theorem 6. For almost all ZN ∈ D we have

(3.3) hm
(
Zim(t)

)
=
∑
n≥m

∑
(im+1,··· ,in)

Φtm,n[hm]
(
Zin(0)

)
.

Definition 3.0.3 (First type of pseudotrajectory). In the following, for a given m ≤ n, λ = (λ1, · · · , λl) a
partition of [n], we denote Z(t, Zn, λ) the trajectory of the n particles following the Hamiltonian dynamics
linked to

Hλ(Zn) :=

l∑
`=1

Hλ`(Zλ`).

We define now the notion of collision graph:

Definition 3.0.4. Fix m ≤ n, collision parameters λ := (λ1, · · · , λl) and an initial position Zn ∈ Dn.
We construct the collision graph with vertex [n] and with labeled edges of the form (i, j)τ,s, τ ∈ [0, t],

s ∈ {±1}. The edges (i, j)τ,s is in the graph if
• τ ∈ (0, t), |xi(τ, λ)− xj(τ, λ)| = ε, (xi(τ, λ)− xj(τ, λ)) · (vi(τ, λ)− vj(τ, λ)) > 0,



LONG TIME VALIDITY OF THE LINEARIZED LANDAU AND UNCUT-OFF BOLTZMANN EQUATIONS 15

• or τ = 0,
∣∣xi(0, λ̄)− xj(0, λ̄)

∣∣ < ε,
• s = 1 if i and j are in the same λk, s = −1 else.

(τ2,−)

(τ3,+)

(τ4,+)

(τ8,+)

(τ5,+)

(τ7,−) (τ1,−)(τ6,+)

7

6 1

5 2

3 4 8

9

Figure 6. The collision graph link to the pseudotrajectory of Figure 3.1.

Remark 3.0.3. Fix (λ1, · · · , λ`) a partition of [n]. Using Penrose’s tree inequality (see [Pen63, BGSRS20,
Jan]) the cumulant function OOn(Zλ1 , · · · , Zλn) is bounded by

(3.4) |OOn(Zλ1
, · · · , Zλn)| ≤

∑
T∈T ([`])

∏
(i,j)∈T

1
λi
◦∼λj

where T ([`]) is the set of simply connected graph on [`]. The case equality is reached, so we cannot expect
a good L∞ bound of OOn.

We introduce another parameterization of the pseudotrajectories to avoid this difficulty.

3.2. Conditioning. We describe now the conditioning used to control the pathological recollisions de-
scribe in the Section 2.7.

Definition 3.0.5 (Possible cluster). Let Zr ∈ Dr an initial configuration. Consider ω1, · · · , ωp a family
of subsets of [r] such that

p⋃
i=1

ωi = [r],

and (λi)i≤p = (λ1
i , · · · , λ

li
i )i≤p a family of partitions of ωi. We denote Gi the collision graph of the

pseudotrajectory Z(τ, Zωi , λi) on the time interval [0, δ]. The graph G is the merge of all the Gi.
We say that Zr form a possible cluster if there exist some (ωi)i, (λi)i such that the graph G is connected.

Let γ > 0 be an integer depending only on the dimension, δ > 0 a time scale, and V > 0 a velocity
bound. We construct Υε ⊂ D the set of particle configurations such that for any time τ ∈ {0, δ, 2δ, · · · ,
t}, there is no possible cluster of size bigger than γ at time τ , and inside any subset of particles ω ⊂ [1,N ]
whith less than γ elements, 1

2‖Vω(τ)‖2 is bounded by 1
2V

2. We have the following bound on the measure
of the complement of Υε:

Proposition 3.1. There exists a constant Cγ depending only on γ and on the dimension such that

(3.5) Pε (Υc
ε) ≤ Cγ

t

δ

(
µδγ + µγe−V

2/4
)
.

Proof. We take the notation of the definition 3.0.5. If Zr is a possible cluster, we consider (ωi)i, (λi)i
such that the graph G is connected. We consider the first collision (q, q̄)τ,s such that for any τ ′ > τ ,
the graph G without the collisions after τ ′ is still connected. Hence, the graph G restricted to collisions
happening during [0, τ [ has two connected components, $1 and $2, and Z$1 and Z$2 are both possible
clusters. We conclude that it is possible to find a $ ⊂ [r] with |$| ≥ d r2e such that Zr is a possible
cluster.

Pε
(

Υc
ε

)
≤

t/δ∑
k=0

Eε

2(γ+1)∑
n=γ+1

1

n!

∑
(i1,··· ,in)

1Zin (kδ) form a
distance cluster

+

γ∑
n=1

1

n!

∑
(i1,··· ,in)

1‖Vin
(kδ)‖≥V


≤ t

δ

2(γ+1)∑
n=γ+1

1

n!
µn
∫
1 Zn form a

distance cluster
M⊗n dZn +

γ∑
n=1

1

n!
µn
∫
1‖Vk′‖≥VM

⊗n dZn

 .
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Using that (see Lemma B.3)

(3.6)
∫
1 Zn form a

possible cluster
M⊗n dZn ≤ Cγµ−n+1δn−1,

(3.7)
∫
1‖Vk′‖≥VM

⊗n dZn ≤ Cne−
V2

4

we obtain the expected result.
We used that the Gibbs measure is time invariant. �

Hence, if we fix δ := ε1/12, V := | log ε| and fix γ = 24d, Pε(Υc
ε) is O(εd).

3.3. The main part of the cumulant. We define three kinds of pathology for the pseudotrajectories.

Definition 3.1.1. Fix m ≤ n, collision parameters (λ1, · · · , λl) and an initial position Zn ∈ Dn.
• There is an overlap if there are two particles q, q′ and a time τ ∈ δZ ∩ [0, t] such that |xq(τ) −

xq′(τ)| ≤ ε.
• Fix a time τ and particles ii, · · · ik. We define a graph Gτ with vertex {i1, · · · ik}, and where

(ia, ib) is an edge if and only if ∣∣∣xia(τ, λ)− xib(τ, λ)
∣∣∣ ≤ ε.

There is a multiple interaction between ii, · · · ik at time τ if Gτ is connected.
• Fix Zn ∈ Dn such that there is no multiple interaction during [0, t].

We say that there is a recollision if the collision graph has a cycle.

These pathological cases are negligible in the limit ε → 0. Hence, we can consider them as an error
term.

In the following we define Φ0,t
m,n as the part of Φtm,n with only non pathological pseudotrajectories

Φ0,t
m,n[hm](Zn):=

1

(n−m)!

n∑
l=1

∑
[m]⊂λ1⊂[n]

∑
(λ2,··· ,λl)

∈Pl−1
λc1

hm(Z[m](t, λ))OOl(Zλ1
, · · · , Zλl

)

×∆∆
[m]
|λ1|(Zλ1

)

l∏
i=2

∆∆|λi|(Zλi)1no pathology .

Forgetting the pathological cases allows us to consider a simpler parametrization of the pseudotrajec-
tory. We construct the graph G by removing the edges (i, j)τ,s where i and j are in [m]. The edges of G
can be ordered: (ik, jk)τk,sk with τ1 < τ2 < · · · < τn−m (the τi are disjoint for almost all initial data).

We can completely reconstruct the pseudotrajectory by considering only the sequence s1, · · · , sk−m
and the set of tagged particles [m].

Definition 3.1.2 (Second definition of pseudotrajectory). Fix m ≤ n, an initial position Zn and pa-
rameters (sk)k≤n−m ∈ {±1}n−m and ω ⊂ [n] with |ω| = m. In order to construct the pseudotrajectory
Z(τ, Zn, ω, (sk)k), we need an auxiliarry an auxiliary function ι : [0, t]→ N, which is increasing, constant
by part and left-continuous function.

At τ = 0, we set Z(0, Zn, ω, (sk)k) := Zn and ι(0) := 1.
Suppose that the pseudo trajectory Z(·, Zn, ω, (sk)k) and ι(·) are constructed in the time interval [0, τ ].

At time τ particles i and j meet, i.e.

|xi(τ)− xj(τ)| = ε, (xi(τ)− xj(τ)) (vi(τ)− vj(τ)) > 0.

If (i, j) ∈ ω2, the two particles interact and we fix ι(τ+) := ι(τ). Otherwise, we fix ι(τ+) := ι(τ) + 1 and
we look at sι(τ). If sι(τ) = 1 the two particles interact: they follow on [τ, τ+] the dynamic

ẋi = vi, v̇i =
1

ε
V

(
xi − xj
ε

)
,

ẋj = vj , v̇j =
−1

ε
V

(
xi − xj
ε

)
.

If sι(τ) = −1 the two particles ignore each other: on [τ, τ+] we have{
ẋi = vi, v̇i = 0,

ẋj = vj , v̇j = 0.



LONG TIME VALIDITY OF THE LINEARIZED LANDAU AND UNCUT-OFF BOLTZMANN EQUATIONS 17

In both cases, we define τ+ > τ as the fist time bigger than τ such that∣∣xi(τ+)− xj(τ
+)
∣∣ = ε,

(
xi(τ

+)− xj(τ
+)
) (

vi(τ
+)− vj(τ

+)
)
< 0.

We denote Rt
ω,(sk)k

⊂ Dn the set of initial parameters such that the pseudotrajectory has a connected
collision graph and has no multiple interaction, recollision nor overlap. Hence, on Rt

ω,(sk)k
⊂ Dn, the

previous construction has no ambiguity.

We can reconstruct the partition (λ1, · · · , λl) for given (si)ß≤n−m. We define the graph G as a subgraph
of the collision graph G [0,t] by removing the edges of the form (i, j)τ,−1 (we keep only the interaction).
The cluster λ1 is the union of the connected components in G of the particles [m]. The (λ2, · · · , λl) are
the other connected components.

We have the following equality

(3.8) Φ0,t
m,n[hm](Zn) =

1

(n−m)!

∑
(sk)k≤n−m

n−m∏
i=1

si 1Rt
(sk)k

hm(Z[m](τ, Zn, [m], (sk)k))

We denote

(3.9) Φ>,tm,n := Φtm,n − Φ0,t
m,n.

3.4. Iteration of the pseudotrajectory development. The construction of Section 3.3 is efficient
over a short time interval. To raise long time result, we need to iterate these kind of pseudotrajectory
representations and to compute sums of the form∑

in2

Φ0,δ
n1,n2

◦ Φ0,δ
n0,n1

[hn0
](Zin2

)

where n0 ≤ n1 ≤ n2 are three integers.

Remark 3.1.1. In the usual framework, the pseudotrajectories have a tree (see for example [BGSRS21,
BGSRS22a, LB22]): there are more and more particles as we go backward in time. Hence, the development
has naturally a semi-group structure, and it is straight-forward to continue the development.

In the present discussion, the pseudotrajectories have a graph structure: particles do not disappear.
Hence, we need to work to iterate the process.

0

t

Figure 7. On the left a tree pseudotrajectory, on the right a graph pseudotrajectory.

We need a new definition of pseudotrajectory:

Definition 3.1.3 (Third definition of pseudotrajectory). Fix m ≤ n. For a family of parameters
(ω1, ω2, (sk)k≤n−m) with ω1 ⊂ ω2 ⊂ [n], |ω1| = m and (sk)k≤n−m ∈ {±1}n−m, we define Z(τ, Zn, ω1, ω2, (sk)k)
as

• for τ ≤ δ,
Z(τ, Zn, ω1, ω2, (sk)k≤n−m) := Z(τ, Zn, ω2, (sk)k≤n−|ω2|),

• for τ > δ,

Zω2(τ, Zn, ω1, ω2, (sk)k≤n−m) := Z(τ − δ,Zω2(δ), ω1, (sk)n−|ω2|<k≤n−m),

and for all i ∈ [n] \ ω2

zi(τ) := (xi(δ) + (τ − δ)vi(δ), vi(δ)).
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Remark 3.1.2. Note that the particles in [n2] \ ω2 are virtual since time δ: they do not interact with
any other particle.

We define the collision graph G [0,t] as before. We define G[0,δ]
1 the subgraph of G [0,t] with edges{

(i, j)τ ∈ G [0,t], τ ∈ [0, δ]
}
,

and for τ ∈ [0, t] the graph G[τ,t]
2 the subgraph of G [0,t] with edges{

(i, j)τ ∈ G [0,t], τ ∈ [τ, t], (i, j) ∈ ω2
2

}
.

An admissible initial data is such that G[0,δ]
1 and G[δ,t]

2 have no cycle.

Definition 3.1.4 (Semi-tree condition). Fix t and δ such that t/δ = K ∈ N∗, parameters (ω1, ω2,
(sk)k≤n−m) and admissible initial data Zn2 .

We define for k ∈ [0,K[ the sets $k the connected component of ω1 in the graph G
[t−kδ,st]
2 . The

graph G
[δ,t]
2 checks is a semi-tree condition if the edges of G[t−kδ,t−(k−1)δ]

2 are of the form (i, j)τ with
(i, j) ∈ $2

k \$2
k−1.

We denote Rt
ω1,ω2,(sk)k

the set of admissible initial data such that G[δ,t]
2 verifies the semi-tree condition.

Fix n0 ≤ n1 ≤ n2 and a test function hn0
. We have directly

Φ0,δ
n1,n2

◦ Φ0,δ
n0,n1

[hn0
](Zn2

)

=
1

(n2 − n1)!(n1 − n0)!

∑
(sk)k≤n2−n0

n2−n0∏
k=1

sk hn0

(
Z[n0](2δ, Zn2

, [n0], [n1], (sk)k)
)
1Rt

[n0],[n1],(sk)k

.

and
n2∑

n1=n0

(n2 − n1)!(n1 − n0)!

(n2 − n0)!

∑
[n0]⊂ω⊂[n2]
|ω|=n1

Φ0,δ
n1,n2

◦ Φ0,δ
n0,n1

[hn0
](Z[n1], Zω\[n1], Z[n2]\ω)

=
1

(n2 − n0)!

∑
[n0]⊂ω⊂[n2]
(sk)k≤n2−n0

n2−n0∏
k=1

sk hn0

(
Z[n0](2δ, Zn2 , [n0], ω, (sk)k)

)
1Rt

[n0],ω,(sk)k

.

Remark 3.1.3. We have removed overlap in order to make this equality direct.

1 2345 67

Figure 8. Here the pseudotrajectory checks the semi-tree condition, with ω1 = {1},
$1 = {1, 2}, $2 = {1, 2, 3, 4} and $3 = {1, 2, 3, 4, 5, 6}. In the picture, when the
trajectory of a particle is a dotted line, it does not overlap nor interact with any other
particle.
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We separate Rt
[n0],ω,(sk)k

into two pieces: R>,t
[n0],ω,(sk)k

where the collision graph G [0,t] has at least one
cycle and R0,t

[n0],ω,(sk)k
where G [0,t] has no cycle.

For Zn2
∈ R0,t

[n0],ω,(sk)k
, there are exactly n2−n0 collisions in the collision graph, and ω is not needed to

reconstruct the pseudotrajectory. In addition, its collision graph checks the semi-tree conditions. Fixing
the parameters (sk)k, the sets (R0,t

[n0],ω,(sk)k
)ω are disjoints, as ωc is the connected components of [n0] in

G
[δ,t]
2 . We denote R0,t

[n0],(sk)k
the set of initial data whose pseudotrajectories have no recollision and check

the semi-tree property:
R0,t

[n0],(sk)k
:=

⋃
[n0]⊂ω⊂[n2]

R0,t
[n0],ω,[n2].

We define now the functional

Ψ0,t
n0,n2

[hn0
] :=

1

(n2 − n0)!

∑
(sk)k≤n2−n0

n2−n0∏
k=1

sk hn0

(
Z[n0](t, ·, [n0], (sk)k)

)
1R0,t

[n0],(sk)k

(3.10)

Ψ>,t
n0,n2

[hn0 ] :=
1

(n2 − n0)!

∑
[n0]⊂ω⊂[n2]
(sk)k≤n2−n0

n2−n0∏
k=1

sk hn0

(
Z[n0](t, ·, [n0], ω, (sk)k)

)
1R>,t

[n0],ω,(sk)k

.(3.11)

We obtain∑
in2

n2∑
n1=n0

Φ0,δ
n1,n2

◦ Φ0,δ
n0,n1

[hn0
](Zin2

) :=
∑
in2

Ψ0,2δ
n0,n2

[hn0
](Zin2

) +
∑
in2

Ψ>,2δ
n0,n2

[hn0
](Zin2

).

The construction can be iterated: ∀k ∈ N∑
in2

n2∑
n1=n0

Ψ0,kδ
n1,n2

◦ Φ0,δ
n0,n1

[hn0 ](Zin2
) :=

∑
in2

Ψ0,(k+1)δ
n0,n2

[hn0 ](Zin2
) +

∑
in2

Ψ>,(k+1)δ
n0,n2

[hn0 ](Zin2
).

The functional Ψ0,t
m,n are introduced to implement the sampling: for t > 2δ and ZN ∈ Υε

N∑
i=1

h(zi(t)) =
∑
n≥1

∑
in

Φ0,δ
1,n[h](Zin(t− δ)) +

∑
n≥1

∑
in

Φ>,δ1,n [h](Zin(t− δ))

=
∑

n′≥n≥0

∑
in′

(
Φ0,δ
n,n′Ψ

0,δ
1,n[h](Zin′ (t− 2δ)) + Φ>,δn,n′Ψ

0,δ
1,n[h](Zin′ (t− kδ))

)
+
∑
n≥1

∑
in

Φ>,δ1,n [h](Zin(t− δ))

=
∑
n≥1

∑
in

Ψ0,t
1,n[h](Zin(0)) +

2∑
k=1

∑
n≥1

∑
in

Ψ>,kδ
1,n [h](Zin(t− kδ))

+

2∑
k=1

∑
1≤n≤n′

∑
in′

Φ>,δn,n′ ◦Ψ
0,(k−1)δ
1,n [h](Zin′ (t− kδ)).

The preceding computation can be iterated: for some time t, θ < t and δ such that θ/δ = K ∈ N, and
any initial data ZN ∈ Υε

(3.12)
N∑
i=1

h(zi(t)) =
∑
n≥1

∑
in

Ψ0,θ
1,n[h](Zin(t− θ)) +

K∑
k=1

∑
n≥1

∑
in

Ψ>,kδ
1,n [h](Zin(t− kδ))

+

K∑
k=1

∑
1≤n≤n′

∑
in′

Φ>,δn,n′ ◦Ψ
0,(k−1)δ
1,n [h](Zin′ (t− kδ)).

3.5. The decomposition of the covariance. The final ingredient is a second sampling on a longer
time scale θ = 1/β log | log ε| which control the growth of the number of collisions.

Definition 3.1.5 (Number of particles at time τ). Fix t and δ such that t/δ = K ∈ N∗, parameters
({1}, ω2, (sk)k≤n−m) and admissible initial data Zn2

∈ R0,t
{1},ω2,(sk)k

. For τ = kδ, the number of particles

at time τ , n(τ), is defined as the size of the connected component of {1} in G[τ,t]
2 .
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We want that the number of particles (n(t− kθ)) grows at most exponentially.
Fix 1 ≤ n1 ≤ · · · ≤ nl. We denote nl := (ni)i≤l. For t ∈ ((l − 1)θ, lθ]

(3.13) Ψ0,t
nl

[h] :=
1

(nl − 1)!

∑
(sk)k≤nl−1

nl−1∏
k=1

skh(z1(t, ·, {1}, (sk)k))1R0,t
{1},(sk)k

bt/θc∏
i=1

1n(t−iθ)=ni ,

and for t ∈ [(l − 2)θ, (l − 1)θ]

(3.14) Ψ>,t
nl

[h] :=
1

(nl − 1)!

∑
1∈ω⊂[nl]

(sk)k≤nl−1

nl−1∏
k=1

sk h(z1(t, ·, {1}, ω, (sk)k))1R>,t
{1},ω,(sk)k

l−2∏
i=1

1n(t−iθ)=ni .

We can iterate the preceding decomposition of
∑N
i=1 h(zi)(t)):

(3.15)
∑
n≥1

∑
in

Ψ0,θ
1,n[h](Zin(t− θ))

=
∑
n′≥n

∑
in′

Φ0,δ
n,n′ ◦Ψ0,θ

1,n[h](Zin(t− θ) +
∑
n′≥n

∑
in′

Φ>,δn,n′ ◦Ψ0,θ
1,n[h](Zin′ (t− kδ))

=
∑
n′≥n

∑
in′

Φ0,δ
(1,n,n′)[h](Zin(t− θ) +

∑
n′≥n

∑
in′

Φ0,δ
(1,n,n′)[h](Zin(t− θ)

+
∑

1≤n≤n′

∑
in′

Φ>,δn,n′ ◦Ψ0,θ
1,n[h](Zin′ (t− kδ))

The decomposition is performed until reaching the time 0: denoting K := t/θ ∈ N and K ′ := θ/δ ∈ N,
for almost any initial data ZN (0) ∈ D ,

N∑
i=1

h(zi(t)) =
∑

(nj)j≤K
0≤nj−nj−1≤2j

∑
ink

Ψ0,kθ
nk

[h]
(
Zink

(t− kθ)
)

(3.16)

+
∑

1≤k≤K

∑
(nj)j≤k−1

0≤nj−nj−1≤2j

∑
nk≥2k+nk−1

∑
ink

Ψ0,kθ
nk

[h]
(
Zink

(t− kθ)
)

(3.17)

+
∑

0≤k≤K−1
1≤k′≤K′

∑
(nj)j≤k

0≤nj−nj−1≤2j

∑
nk+2≥nk+1≥nk

∑
ink

Ψ>,t−ts
nk+1

[h]
(
Zink

(ts)
)

(3.18)

+
∑

0≤k≤K−1
1≤k′≤K′

∑
(nj)j≤k

0≤nj−nj−1≤2j

∑
nk+1≥nk
nk+2≥nk+1

∑
ink+2

Ψ0,ts−δ
nk+1

Φ0,δ
nk+1,nk+2

[h]
(
Zink+2

(ts)
)

(3.19)

where ts := t− kθ − k′δ.
Finally, the convariance is split into five parts

(3.20) Eε
[
ζtε(h)ζ0(g)

]
= Gmain

ε (t) +Gclus
ε (t) +Gexp

ε (t) +Grec,1
ε (t) +Grec,2

ε (t)

• where the main part

(3.21) Gmain
ε (t) :=

∑
(nj)j≤K

0≤nj−nj−1≤2j

Eε

 1
√
µ

∑
inK

Ψ0,t
nK

[h]
(
ZinK

(0)
)(

ZinK
(0)
)
ζ0
ε (g)

 ,
• the first error due to the symmetric conditioning and the suppression of the overlaps

Gclus
ε (t) := Eε

[
ζtε(h)ζ0(g)1Υcε

]
−

∑
(nj)j≤K

0≤nj−nj−1≤2j

Eε

 1
√
µ

∑
inK

Ψ0,t
nK

[h]
(
ZinK

(0)
)
ζ0
ε (g)1Υcε

 ,(3.22)

• the part controlling the growth of the number of particle,

(3.23) Gexp
ε (t) := Eε

[
(3.17)× 1

√
µ
ζ0
ε (g)1Υε

]
,
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• the part corresponding to non-local recollision,

(3.24) Grec,1
ε (t) := Eε

[
(3.18)× 1

√
µ
ζ0
ε (g)1Υε

]
,

• and the part corresponding to local recollision

(3.25) Grec,2
ε (t) := Eε

[
(3.19)× 1

√
µ
ζ0
ε (g)1Υε

]
.

The parts Gclus
ε (t) and Gexp

ε (t) are estimated by (5.1):

|Gexp
ε (t) +Grec

ε (t)| ≤ C‖g‖0‖h‖0
(
ε1/3(C t

d )2K + tθ1/2

d3/2

)
,

the part Grec,1
ε (t) is estimated by (7.1)∣∣Grec,1

ε (t)
∣∣ ≤ ‖g‖0‖h‖0εa/2K2K

2

(Ct)2K+2d+6,

the part Grec,2
ε (t) is bounded at (8.1):∣∣∣Grec,2

ε (t)
∣∣∣ ≤ C‖h‖0‖g‖0K2K

2

(C t
d )2K+1

ε
a
2 ,

and the convergence of Gmain
ε (t) is given by (6.20):

Gmain
ε (t) =

∫
D
h(z)gα(t, z)M(z)dz +O

((
C θt

d2 + εaK2K
2

(Ctd )2K+1
)
‖h‖1‖g‖1

)
where gα(t, z) is the solution of the linearized Boltzmann equation (2.16). Combining these four estima-
tions, we obtain the expected bound (2.15)

(3.26) Eε
[
ζtε(g)ζ0

ε (h)
]

=

∫
D
h(z)gα(t, z)M(z)dz +O

((
C θt

d2 + εaK2K
2

(Ctd )2K+1
)
‖h‖1‖g‖1

)
Remark 3.1.4. In this section, we have defined three different pseudotrajectories :

• in Definition 3.0.3 we have defined the general definition of pseudotrajectory, which is used in the
estimation of pathological recollision Grec,2

ε (t),
• the pseudotrajectories of Definition 3.1.2 have no recollision and are used to treat Gmain

ε (t),
Gclust
ε (t) and Gexp

ε (t),
• Definition 3.1.3 describes pseudotrajectories with nonpathological recollision. There are used to
bound Grec,2

ε (t).

4. Quasi-orthogonality estimates

The different error terms obtained in the previous section are of the form

Eε

∑
in

Φn[h](Zin(ts))ζ
0
ε (g)1Υε


where the Φn : L∞(D)→ L∞(Dn) are continuous functionals. In order to bound the errors, we need an
L2(Pε) bound of

Φ̂n =
1

µn

∑
in

Φn[h](Zin)− E[Φn].

The following section is dedicated to the derivation of such estim, using detailed estimations on the
functionals Φn[h]. We will use, in particular, that we can bound the Φn[h](Zn) by looking only at the
relative positions of particles inside Zn.

Definition 4.0.1. We denote for y ∈ T the translation operator

(4.1) try :

 Dn → Dn

(Xn, Vn) 7→ (x1 + y, · · · , xn + y, Vn)
.
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Fix n,m two integers, gn : Dn → R, hm : Dm → R two functions and l ∈ [0,min(n,m)]. We define the
multiplication on l variable ~l as

(4.2) gn ~l hm(Zn+m−l)

:=
1

(n+m− l)!n!m!

∑
σ∈S([n+m−l])
σ′∈S([1,n])

σ′′∈S([n−l,n+m−l])

gn(Zσσ′([1,n]))hm(Zσσ′′([n+1−l,n+m−l])).

where S(ω) is the set of permutation of ω.

Theorem 7. Fix m < n two positive integers, and gn : Dn → R, hmDm → R two functions such that
there exists a finite sequence (c0, c

′
0, c1, · · · , cn) ∈ Rn+2

+ bounding gn, hm in the following way:

(4.3)
∫

x1=0

sup
y∈T

∣∣gn( try Zn
)∣∣e−Hn(Zn)

(2π)
nd
2

dX2,n dVn ≤ c0,

(4.4)
∫

x1=0

sup
y∈T

∣∣hm( try Zm
)∣∣e−Hm(Zm)

(2π)
md
2

dX2,m dVm ≤ c′0

and for all l ∈ [1,m]∫
x1=0

sup
y∈T

∣∣gn ~l hm( try Zn+m−l
)∣∣e−Hn+m−l(Zn+m−l)

(2π)
(n+m−l)d

2

dX2,n+m−l dVn+m−l ≤
µl−1

nl
cl.(4.5)

There exists a constant C > 0 depending only on the dimension such that

(4.6)
∣∣Eε[gn]∣∣ ≤ Cnc0, ∣∣Eε[hm]∣∣ ≤ Cmc′0

and

Eε
[
µĝnĥm

]
=

m∑
l=1

(
n

l

)(
m

l

)
l!

µl−1
Eε
[
gn ~l hm

]
+ O

(
Cn+mc0c

′
0

ε

d

)
.(4.7)

In particular

(4.8)
∣∣∣Eε[µĝnĥm]∣∣∣ ≤ Cn+m

(
max

1≤l≤m
cl + c0c

′
0

ε

d

)
.

Proof of Theorem 7.
• We begin by the proof of (4.6).
Using invariance under permutation,

Eε[gn] =
1

Z µn

∑
p≥n

µp

p!

∫ ∑
(i1,···in)
∀k,ik≤p

gn(Zn)e−Hp(Zp) dZp
(2π)dp/2

=
1

Z µn

∑
p≥n

µp

p!

p!

(n− p!)

∫
gn(Zn)e−Hp(Zp) dZp

(2π)dp/2

=
1

Z

∑
p≥0

µp

p!

∫
gn(Zn)e−Vn+p(Xn,Xp)M⊗n dZn dXp.

We recall the notation

Vn(Xn) := α
∑

1≤i<j≤n

V

(
xi − xj

ε

)
and we denote in the following Ω := {Xn, x1, · · · , xp} and for X,Y ∈ Ω,

(4.9) ϕ(xi, xj) := exp

(
−αV

(
xi − xj

ε

))
− 1, ϕ(XN , xj) := exp

(
−α

N∑
i=1

V

(
xi − xj

ε

))
− 1.

Defining d((x1, · · · , xn), (y1, · · · , ym)) as the minimum of the |xi − yj |, we can bound ϕ by

−1d(X,Y )<ε ≤ ϕ(X,Y ) ≤ 0.
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We decompose exp
(
−Vn+p(Xn+1, Xp)

)
e−Vn+p(Xn+1,Xp) = e−V ε

n (Xn)
∏

(X,Y )∈Ω2

X 6=Y

(1 + ϕ(X,Y )) = e−Vn(Xn)
∑

G∈G (Ω)

∏
(X,Y )∈E(G)

ϕ(X,Y )

where G (Ω) is the set of non oriented graphs on Ω and E(G) the set of edges of G. Denoting by C (ω)
the set of connected graphs on ω,

exp
(
−Vn+p(Xn, Xp)

)
=

∑
ω⊂[1,p]

(
e−Vn(Xn)

∑
G∈C (ω∪{Xn})

∏
(X,Y )∈E(G)

ϕ(X,Y )
∑

G∈G (ωc)

∏
(X,Y )∈E(G)

ϕ(X,Y )

)

= e−Vn(Xn)
∑

ω⊂[1,p]

(
e−V|ωc|(Xωc )

∑
G∈C (ω∪{Xn})

∏
(X,Y )∈E(G)

ϕ(X,Y )

)

=: e−Vn(Xn)
∑

ω⊂[1,p]

e−V|ωc|(Xωc )ψn|ω|(Xn, Xω) .

(4.10)

Thus, using exchangeability, Eε[gn] is equal to

1

Z

∑
p≥0

∑
p1+p2=p

µp

p!

p!

p1!p2!

∫
gn(Zn)ψnp1

(Xn, Xp1
)e−Vp2 (X′p2

) e
−Hn(Zn)

(2π)
nd
2

dZndXp1
dX ′p2

=

 1

Z

∑
p≥0

µp

p!

∫
e−Vp(Xp) dXp

∑
p≥0

µp

p!

∫
gn(Zn)ψnp (Xn, Xp)

e−Hn(Zn)

(2π)
nd
2

dZn dXp


=
∑
p≥0

µp

p!

∫
gn(Zn)ψnp (Xn, Xp)

e−Hn(Zn)

(2π)
nd
2

dZn dXp.

(4.11)

We recall Penrose’s tree inequality (see [Pen63, BGSRS22c, Jan]), for function ϕ define in (4.9),

(4.12)

∣∣∣∣∣∣
∑

C∈C (Ω)

∏
(X,Y )∈E(C)

ϕ(X,Y )

∣∣∣∣∣∣ ≤
∑

T∈T (Ω)

∏
(X,Y )∈E(T )

|ϕ(X,Y )|

≤
∑

T∈T (Ω)

∏
(X,Y )∈E(T )

1d(X,Y )<ε

with T (Ω) the set of trees (minimally connected graphs) on Ω. Fix tr−x1
Xn (the relative position

between particles 1, · · · , n). Integrating a constraint ϕ(xi, xj) provides a factor cdε
d, ϕ(Xn, xj) a factor

ncdε
d (where cd is the volume of a sphere of diameter 1). As there are (see for example the Section 2 of

[BGSRS22c] or [Jan])
(p− 1)!

(d0 − 1)!(d1 − 1)! · · · (dp − 1)!

trees with specified vertex degrees d0, · · · , dp associated to vertices Xn, x1, · · · , xp , we get∣∣∣∣ ∫ ψnp (XnXp) dXp

∣∣∣∣ ≤ ∑
d1,··· ,dp≥1
d0+···+dp=2p

(p− 1)!

(d0 − 1)!(d1 − 1)! · · · (dp − 1)!
nd0(cdε

d)p

≤ (p− 1)!(cdε
d)p

∑
d0≥1

nd0

(d0 − 1)!

∑
d1≥1

1

(d1 − 1)!

 · · ·
∑
dp≥1

1

(dp − 1)!


≤ (p− 1)!nen

(
ecdε

d
)p
.

(4.13)

We can integrate on the rest of parameters using (4.3). Hence

|Eε[gn]| ≤
∑
p≥0

(p− 1)!nen
(
ecdµε

d
)p

p!

∫
|gn(Zn)|e

−Hn(Zn)

(2π)
nd
2

dZn ≤ c0
∑
p≥0

Cn(Cε/d)p.

The series converge for ε small enough as d� ε. This concludes the proof of (4.6).
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• We treat now (4.7). Recall first that

Eε
[
µĝnĥm

]
=

1

µn+m−1
Eε

∑
in

gn(Zin)
∑
j
m

hm(Zj
m

)

− µEε [gn]Eε [hm] .

Let us count the number of ways such that in and j
m

can intersect on a set of length l. We have to
choose two sets A ⊂ [n] and A′ ⊂ [m] of length l, and a bijection σ : A → A′ such that for all indices
k ∈ A, ik = jσk and that iAc does not interesect j

(Ac)′
. Thus, using the symmetry,

Eε
[
µ ĝnĥm

]
=

m∑
l=1

(
n

l

)(
m

l

)
l!

µl−1
Eε
[
gn ~l hm

]
+ µ

Eε

 1

µn+m

∑
in+m

gn(Zin)hm(Zin+1,n+m
)

− Eε [gn]Eε [g]

 .

To estimate the error term in (4.7), we need to compute

Eε

[
1

µn+m

∑
in+m

gn(Zin)hm(Zin+1,n+m
)

]

=
1

Z

∑
p≥0

µp

p!

∫
gn(Zn)hm(Z ′m) exp

(
−Vn+m+p(Xn, X

′
m, Xp)

)
M⊗n dZnM

⊗m dZ ′m dXp.

We denote in the following Ω := {Xn, X
′
m, x1, · · · , xp}, and we decompose

exp
(
−Vn+m+p(Xn, X

′
m, Xp)

)
= e−Vn(Xn)e−Vm(X′m)

∏
(X,Y )∈Ω2

X 6=Y

(1 + ϕ(X,Y ))

= e−Vn(Xn)e−Vm(X′m)
∑

G∈G (Ω)

∏
(X,Y )∈E(G)

ϕ(X,Y )

where

ϕ(Xn, X
′
m) := exp

−α n∑
i=1

m∑
j=1

V

(
xi − x′j

ε

) .

We make a partition depending on the connected components of Xn and X ′m in G,

exp
(
−Vn+m+p(Xn, X

′
m, Xp) + Vn(Xn) + Vm(X ′m))

)
=

∑
ω⊂[1,p]

ψn,m|ω| (Xn, X
′
m, Xω)e−V||ωc|(Xωc )

+
∑

ω1,ω1⊂[1,p]
ω1∩ω2=∅

ψn|ω1|(Xn, Xω1
)ψm|ω2|(X

′
m, Xω2

)e−V|(ω1∪ω2)c|(X(ω1∪ω2)c ).

where the first line corresponds to Xn and X ′m in the same connected components, the second correspond
to Xn and X ′m in disjoint connected components. In the preceding equation, we denote

ψn,m|ω| (Xn, X
′
m, Xω) =

∑
G∈C (ω∪
{Xn,X′m})

∏
(X,Y )∈E(G)

ϕ(X,Y ).
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Permutating the indices and using (4.11), we obtain the following equality

1

Z

∑
p≥0

µp

p!

∫
gn(Zn)hm(Z ′m)

∑
ω1,ω1⊂[1,p]
ω1∩ω2=∅

ψn|ω1|(Xn, Xω1
)ψm|ω2|(X

′
m, Xω2

)e−V|(ω1∪ω2)c|(X(ω1∪ω2)c )

×e
−Hn(Zn)

(2π)
nd
2

dZn
e−Hm(Z′m)

(2π)
md
2

dZ ′m dXp

=
1

Z

∑
p≥0

∑
p1+p2+p3=p

µp

p!

p!

p1!p2!p3!

∫
gn(Zn)hn′(Z

′
n′)ψ

n
p1

(Xn, Xp1
)ψ1
p2

(xn+1, X
′
p2

)

×
(e−Hn(Zn)

(2π)
nd
2

dZndXp1

)(e−Hm(Z′m)

(2π)
md
2

dZ ′n′ dX ′p2

)(
e−Vp3

(X′′p3
) dX ′′p3

)
= Eε[gn]Eε[hn′ ],

and in the same way

1

Z

∑
p≥0

µp

p!

∫
gn(Zn)hm(Z ′m)

∑
ω⊂[1,p]

ψn,m|ω| (Xn, X
′
m, Xω)e−V||ωc|(Xωc )

×e
−Hn(Zn)−Hm(Z′m)

(2π)
(n+m)d

2

dZn dZ ′m dXp

=
1

Z

∑
p≥0

∑
p1+p2=p

µp

p!

p!

p1!p2!

∫
gn(Zn)hm(Z ′m)ψn,m|ω| (Xn, X

′
m, Xp1

)e−Vp2
(X′p2

)

×e
−Hn(Zn)−Hm(Z′m)

(2π)
(n+m)d

2

dZn dZ ′m dXp1
dX ′p2

=
∑
p1≥0

µp

p1!

∫
gn(Zn)hm(Z ′m)ψn,m|ω| (Xn, X

′
m, Xp1

)
e−Hn(Zn)−Hm(Z′m)

(2π)
(n+m)d

2

dZn dZ ′m dXp1
dX ′p2

.

Using again Penrose tree inequality,

(4.14)
∣∣∣ψn,m|ω| (Xn, X

′
m, Xp1

)
∣∣∣ ≤ ∑

T∈T (Ω)

∏
(X,Y )∈E(T )

|ϕ(X,Y )| ≤
∑

T∈T (Ω)

∏
(X,Y )∈E(T )

1d(X,Y )<ε.

First, we fix tr−x1 Xn and tr−x′1 X
′
m. Integrating a constraint ϕ(xi, xj) provides a factor cdε

d, ϕ(Xn, xj)

a factor ncdε
d, ϕ(X ′m, xj) a factor mcdε

d and ϕ(Xn, X
′
m) a factor nmcdε

d. Denoting d0, d
′
0, d1 · · · , dp

the degrees of Xn, X
′
m, x1, · · · , xm and x̂1 := x1 − x′1,∣∣∣∣ ∫ ψn,m|ω| (Xn, X

′
m, Xp1

)dXpdx̂1

∣∣∣∣
≤

∑
d′0,d0,··· ,dp≥1

d′0+d0+···+dp=2p

p!

(d′0 − 1)(d0 − 1)! · · · (dp − 1)!
nd0md′0(cdε

d)+1

≤ p!
(
cdε

d
)p+1

nmen+m+p.

(4.15)

We can integrate on the rest of parameters using (4.3) and (4.4), and finally

µ

Eε

 1

µn+m

∑
in+m

gn(Zin)hm(Zin+1,n+m
)

− Eε [gn]Eε [g]

 .

≤ c0c′0µ
∑
p≥0

µp

p!
p!
(
cdε

d
)p+1

nmen+m+p

≤ µεdnm(cde)
n+mc0c

′
0

∑
p≥0

(ecdε)
p

≤ (ε/d)Cn+m+1
∑
p≥0

(ecdε/d)p

which converges for ε small enough.



26 LONG TIME VALIDITY OF THE LINEARIZED LANDAU AND UNCUT-OFF BOLTZMANN EQUATIONS

• To prove (4.8), we apply the estimation (4.6) to (4.7):∣∣∣Eε[µĝnĥm]∣∣∣ ≤ m∑
l=1

(
n

l

)(
m

l

)
l!

µl−1

µl−1Cl

nl
cl + Cn+mc0c

′
0

ε

d

≤
m∑
l=1

(
m

l

)
n!

(n− l)!nl
Clcl + Cn+mc0c

′
0

≤ (1 + C)m max
1≤l≤m

cl + Cn+mc0c
′
0.

�

Note also the following bound in Lp norms of the fluctuation field.

Theorem 8. For any p ∈ [2,∞), there exists a constant Cp > 0 such that

(4.16)
(
Eε
[
ζ0
ε (g)p

])1/p ≤ Cp‖g‖Lp(M(v)dz).

The proof can be found in Appendix A of [BGSRS21].
From these estimations, one can deduce the following corollary:

Corollary 4.1. Let hn be a test function satisfying the conditions of Theorem 7. Then there exists a
constant C > 0 such that∣∣∣∣∣Eε

[
1
√
µ

∑
in

hn(Zin(ts))ζ
0
ε (g)1Υε

]∣∣∣∣∣
≤ Cnµn−1Eε

[
ζ0
ε (g)2

]1/2(
c0 +

(
sup

1≤l≤n
cl

)1/2
)
.

(4.17)

Proof.

Eε

[
1
√
µ

∑
in

hn(Zin(ts))ζ
0
ε (g)1Υε

]
= µn−1Eε

[
µ

1
2−n

∑
in

hn(Zin(ts))ζ
0
ε (g)1Υε

]

= µn−1

(
Eε
[
µ

1
2 ĥn(ZN (ts)) ζ

0
ε (g)1Υε

]
+ Eε [hn]Eε

[
µ

1
2 ζ0
ε (g)1Υε

])
= µn−1

(
Eε
[
µ

1
2 ĥn(ZN (ts)) ζ

0
ε (g)1Υε

]
+ Eε [hn]Eε

[
ζ0
ε (g)µ

1
2

(
1− 1Υcε

) ])
.

By Eε[ζ0
ε (g)] = 0 and using Cauchy-Schwarz inequality, we find∣∣∣∣∣Eε

[
µ−

1
2

∑
in

hn(Zin(ts))ζ
0
ε (g)1Υε

]∣∣∣∣∣
≤ µn−1

(
Eε
[
µ
[
ĥn

]2] 1
2

Eε
[
ζ0
ε (g)2

] 1
2 + Eε [hn]Eε

[
ζ0
ε (g)2

] 1
2
(
µPε

[
Υc
ε

]) 1
2

)
.

We apply now Theorem 7. The bound on Pε [Υc
ε] given in Section 3.2 and the bound on the Lp norm

of ζ0
ε (g) (4.16) lead to the stated corollary. �

5. Clustering estimations without recollision

The objective of this section is to bound Gclust
ε (t) and Gexp

ε (t), defined by

Gclust
ε (t) := Eε

[
ζtε(h)ζ0(g)1Υcε

]
−

∑
(nj)j≤K

0≤nj−nj−1≤2j

Eε

 1
√
µ

∑
inK

Ψ0,t
nK

[h]
(
ZinK

(0)
)
ζ0
ε (g)1Υcε

 ,

Gexp
ε (t) :=

∑
1≤k≤K

∑
(nj)j≤k−1

0≤nj−nj−1≤2j

∑
nk≥2k+nk−1

Eε

 1
√
µ

∑
ink

Ψ0,kθ
nk

[h]
(
Zink

(t− kθ)
)
ζ0
ε (g)1Υε

 .
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Proposition 5.1. For ε > 0 small enough,

(5.1) |Gexp
ε (t) +Grec

ε (t)| ≤ C‖g‖0‖h‖0
(
ε1/3(Ct)2t/θ + tθ1/2

)
To obtain the stated result, we need first the following bounds on the pseudotrajectory developments

without recollisions of type Ψ0,kθ
nk

[h]:

Proposition 5.2. Fix k ∈ N, n := (n1, · · · , nk) ∈ Nk with n1 ≤ n2 ≤ · · · ≤ nk and define
Then fixing x1 = 0

(5.2)
∫

sup
y∈T

∣∣Ψ0,kθ
nk

[h](try Znk)
∣∣e−Hnk

(Znk )

(2π)
nkd

2

dVnk dX2,nk ≤
‖h‖0

(µd)nk−1
Cnkθnk−nk−1(kθ)nk−1−1,

and, for m ∈ [1, nk],

(5.3)

∫
sup
y∈T

∣∣Ψ0,kθ
nk

[h]~m Ψ0,kθ
nk

[h](try Z2nk−m)
∣∣e−H2nk−m(Z2nk−m)

(2π)
(2nk−m)d

2

dV2nK−m dX2,2nK−m

≤ µm−1

nmk

(
‖h‖0

(µd)nk−1
Cnk

)2

θnk−nk−1(kθ)nk−1+nk−1.

Using Corollary 4.1 and the previous estimations,∣∣∣∣∣Eε
[
µ−

1
2

∑
ink

Ψ0,kθ
nk

[h]
(
Zink

(t− kθ)
)
ζ0
ε (g)1Υε

]∣∣∣∣∣ ≤ ‖g‖0‖h‖0Cnk (( θd )nk−nk−1(kθd )nk−1−1

+ ( θd )
nk−nk−1

2 (kθd )
nk+nk−1−1

2

)
≤ ‖g‖0‖h‖0Cnk( θd )

nk−nk−1
2 ( td )nk ,

and in the same way,

Eε

[
µ−

1
2

∑
inK

Ψ0,kθ
nk

[h]
(
ZinK

(0)
)
ζ0
ε (g)1Υcε

]
= O

(
ε

1
2 ‖g‖0‖h‖0Cnk(t/d)nk

)
.

Summing on all possible (n1, · · · , nk), we obtain

|Gexp
ε (t)| ≤

K∑
k=1

∑
n1≤···≤nk−1

nj−nj−1≤2j

∑
nk>2k+nk−1

‖g‖0‖h‖0Cnk(θ/d)
nk−nk−1

2 (t/d)nk

≤ ‖g‖0‖h‖0
K∑
k=1

∑
n1≤···≤nk−1

nj−nj−1≤2j

∑
nk>2k+nk−1

(
C θt2

d3

)nk−nk−1
2

≤ C‖g‖0‖h‖0
K∑
k=1

2k
2
(
C θt2

d3

)2k−1

≤ C‖g‖0‖h‖0 θt
2

d3 .

as the series converges for θ small enough. In the same way∣∣Gclust
ε (t)

∣∣ ≤Pε(Υc
ε)

1
4Eε[ζ0

ε (g)4]
1
4Eε[ζ0

ε (h)2]
1
2

+
∑

n1≤···≤nK
nj−nj−1≤2j

Pε(Υc
ε)

1
4 ‖g‖0‖h‖0Cnktnk + ‖g‖0‖h‖0(Cθd )nK ( εd )

1
2

≤C‖g‖0‖h‖0ε
1
3 2K

2

(Ct)2K .

This concludes the proof of (5.1).

Proof of (5.2). We recall that for t = kθ and that

Ψ0,kθ
nk

[h] :=
1

(nk − 1)!

∑
(sl)l≤nk−1

nk−1∏
l=1

slh(z1(t, ·, {1}, (sl)l))1R0,t
{q},(sl)l

k−1∏
i=0

1n(iθ)=nnk−i
.
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This gives directly the following bound on Ψ̄0,t
nk

[h]

(5.4)
∣∣∣Ψ̄0,t

nk
[h]
∣∣∣ ≤ ‖h‖0

(nk − 1)!

∑
(sl)l≤nk−1

∑
(sl)l≤nk−1

1R0,t
{1},(sl)l

1n(θ)=nk−1
.

As the left-hand-side of (5.4) is invariant under translations, it is sufficient to fix x1 = 0 and integrate
with respect to (X2,nk , Vnk).

We define the clustering tree T> as the sequence (qi, q̄i)1≤i≤nk−1 where the i-th collision involves
between particles qi and q̄i (and qi < q̄i).

Since in the present Section, pseudotrajectories have no recollision, the clustering tree is just the
collision graph where we forget the collisions times (but not their order). It can be used to parametrize
a partition of R0,t

{q},(sl)l .
Let us fix a clustering tree. We perform the following change of variables

X2,nk 7→ (x̂1, · · · , x̂nk−1), ∀i ∈ [1, nk − 1], x̂i := xqi − xq̄i
Fix then τi+1 the time of the (i + 1)-th collision, as well as the relative positions x̂1, · · · , x̂i−1. We

denote Ti = θ if i ≤ nk−nk−1, t else (at least nk−nk−1 clustering collisions happen before time θ). The
i-th collision set is defined by

BT>,i :=
{
x̂i

∣∣∣∃τ ∈ (0, Ti ∧ τi+1), |xqi(τ)− xq̄i(τ)| ≤ ε
}
.

Because particles xqi(τ) and xq̄i(τ) are independent until their first meeting, we can perform the change
of variable x̂i 7→ (τi, ηi) where τi is the first meeting time and

ηi :=
xqi(τi)− xq̄i(τi)

|xqi(τi)− xq̄i(τi)|
.

It sends the Lebesgue measure dx̂i to the measure εd−1((vqi(τi)− vq̄i(τi)) · ηi)+ dηi dτi and∫
1BT>,i

dx̂i ≤ Cεd−1 |vqi(τi)− vq̄i(τi)|
∫ Ti∧τi+1

0

dτi.

We want sum now on every possible edge (qi, q̄i), hence, we need to control

∑
(qi,q̄i)

|vqi(τi)− vq̄i(τi)| ≤ 2nk
∑
k

|vk(τi)| ≤ 2nk

(
nk
∑
k

|vk(τi)|2
)1/2

≤ nk
(
nk + |Vnk(τi)|2

)
Lemma 5.3. Consider a time τ ∈ [0, t], collision parameters (ω1, ω2, (si)i) and an initial position Zn ∈
Dn. Then

1
2 |V(τ, Zn, ω1, ω2, (si)i)|2 ≤Hn(Zn)

as there is no overlap between particles.

Proof.

Definition 5.3.1. Consider two times 0 ≤ τa < τb ≤ t. We denote G the collision graph of the
pseudotrajectory Znk(·, (ω, (si)i), Znk) on the time interval [τa, τb] and G a graph with edges{

(q, q̄) ∈ [n]2, ∃τ ′ ∈ [τa, τb], (q, q̄)1,τ ∈ G }.

We take only into account the collisions with interaction. We define κ := (κ1, · · · , κk)the clusters on the
segment [τ1, τ2] the connected components of G.

Note that if τa lies between the beginning of the collision implying sj and the beginning of the collision
implying sj+1, then κ only depends on the (si)i≤j.

We distinguished the cases τ > δ and τ ≤ δ.
• First, if τ ≤ δ. We consider (κ1, · · · , κk) the cluster on the segment [0, δ]. The pseudotrajectory

is the Hamiltonian trajectory associated with the energy

Hκ(Zn) :=

k∑
i=1

(∑
q∈κi

|vq|2

2
+
∑
q,q̄∈κi
q 6=q̄

α

2
V

(
xq − xq̄

ε

))
.

Hence
1
2 |V(τ, Zn, ω1, ω2, (si)i)|2 ≤H κ((τ) ≤H κ(Zn) ≤Hn(Zn).
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• If τ > δ, consider κ and κ′ the clusters on [δ, τ ] and on [0, δ]. After time δ the particles outside
ω2 stop interacting, and before time δ the couple of particles in ω2 cannot overlap. Hence, κ′ is
a finer partition of [n] than κ and Hκ ≤Hκ′ . Thus

(5.5)
1

2
|Vnk(τ)|2 ≤Hκ(Znk(τ)) = Hκ(Znk(δ)) ≤Hκ′(Znk(δ)) = Hκ′(Znk(0)) ≤Hn(Zn).

�

Hence, using the Boltzmann-Grad scaling µεd−1d = 1,∑
(qi,q̄i)i

∫
dx̂11BT>,1

· · ·
∫

dx̂nk−11BT>,nk−1
1n(θ)=nk−1

e−Hnk
(Znk )

≤
(
Cnk
µd

)nk−1

(nk + Hnk(Znk))
nk−1

e−Hnk
(Znk )

∫ Tnk−1

0

dτnk−1 · · ·
∫ T1∧τ2

0

dτ1

≤
(
Cnk
µd

)nk−1

nnk−1
k e−

Hnk
(Znk

)

2
tnk−1−1

(nk−1 − 1)!

θnk−nk−1

(nk − nk−1)!

≤

(
C̃

µd

)nk−1

nnk−1
k e−

|Vnk |
2

4 tnk−1−1θnk−nk−1 ,

We used these to classical inequalities

(a+ b)a+b

a!b!
≤ ea+b (a+ b)!

a!b!
≤ (2e)a+b

∀A,B > 0, , x ∈ R+, (A+ x)
B
e−

x
2 =BB

(
A+ x

B
e−

A+x
2B

)B
e
A
4 ≤

(
4B
e

)B
e
A
4 .

Finally, we sum on Vnk , on the 2nk−1 possible (si)i and on the q ∈ [1, nk], and we divide by the
remaining (nk!). This gives the expected estimation. �

Proof of (5.3). We begin as in the previous paragraph

(5.6)
∣∣∣Ψ0,t

nk
[h]~m Ψ̄0,t

nk
[h](Z2nk−m)

∣∣∣
≤ ‖h‖

2
0

(nk!)2

(nk −m)!2m!

(2nk −m)!

∑
ω∪ω′=[2nk−m]
|ω|=|ω′|=nk

∑
q∈ω
q′∈ω′

∑
(sl)l≤nk−1

(s′l)l≤nk−1

1R0,t
{q},(sl)l

(Zω)1n(θ)=nk−1
(Zω)

× 1R0,t

{q′},(s′
l
)l

(Zω′).

where n(θ) is the number of particles at time θ in the pseudotrajectory Z(t, ·, {1}, (sl)l). The right hand-
side is invariant under translation. Hence, without loss of generality we can suppose that 1 /∈ ω′ and fix
x1 = 0.

We have to consider two pseudotrajectories

Z(τ) := Z(τ, Zω, q, (sl)l) and Z′(τ) := Z(τ, Zω′ , q
′, (s′l)l).

We want to estimates ∫
1R0,t

{q′},(s′
l
)l

(Zω′)e
− 1

2 H2nk−m(Z2nk−m) dZω′\ω.

Fix Zω and denote Ta the clustering tree of the pseudotrajectory Z(t), constructed as in the proof of
(5.2). Next, we construct the clustering tree associated to the second pseudotrajectory: let (qi, q̄i)i≤`
be the edges of the collision graph of Z′(τ), taking temporal order. Set T̄0 = ∅. Suppose that T̄i is
constructed. Then T̄i+1 := T̄i ∪ {(qi, q̄i)} if the graph Ta ∪ T̄i ∪ {(qi, q̄i)} has no cycle. Else T̄i+1 := T̄i.
At the `-step we have construct an ordered graph Tb := T̄` with nk −m edges.

The Tb define a partition of {Zω′\ω ∈ Dnk−m|Zω′ ∈ R0,t
{q′},(s′l)l

}.
The rest of the proof is almost identical to the proof of (5.2). Fix the clustering tree Tb = (qi,

q̄i)1≤i≤nk−m, and perform the following change of variables

Xω′\ω 7→ (x̂1, · · · , x̂2nk−m−1), ∀i ∈ [1, 2nk −m− 1], x̂i := xqi − xq̄i .
Fix τi+1, the time of the (i + 1)-th collision and relative positions x̂1, · · · , x̂i−1. We define the i-th

collision set as
BT>,i :=

{
x̂i

∣∣∣∃τ ∈ (0, Ti ∧ τi+1), |x′qi(τ)− x′q̄i(τ)| ≤ ε
}
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where Ti = θ for the (nk − nk−1) first collisions, t else.
As in the preceding lemma, we can perform the change of variable x̂i 7→ (τi, ηi) where τi is the first

meeting time and

ηi :=
x′qi(τi)− x′q̄i(τi)

ε
if the collision is in Z′(·).

We have ∑
(qi,q̄i)

∫
1BT>,i

dx̂i ≤ Cεd−1
∑

(qi,q̄i)∈ω′2

∣∣v′qi(τi)− v′q̄i(τi)
∣∣ ∫ τi+1

0

dτi.

Using the same method than in the proof of (5.5), we have∑
(qi,q̄i)∈ω′2

∣∣∣v′qi(τi)− v′q̄i(τi)
∣∣∣ ≤ nk + |V′ω′(τi)|

2 ≤ 2nk + 2Hnk(Zω′)

≤ 2nk + 2H2nk−m(Z2nk−m).

By the same computation than above,∫
1R0,t

{q′},(s′
l
)l

(Zω′)e
− 1

2 H2nk−m dZω′\ω

≤
∑
Tb

∫
e−

H2nk−m
4

nk−m∏
i=1

1BT>,i
dx̂i e

−
|V
ω′ |

2

8 dVω′

≤ C
(
C

µd

)nk−m
tnk−m(2nk −m)nk−m.

We can estimate ∫
1R0,t
{q},(sl)l

(Zω)e−
1
2 H2nk−m dXω\{1} dVω

as in the proof of (5.2). We get the expected result by summing on all the possible parameters (si)i,
(s′i)i, q, q′, ω and ω′. �

6. Treatment of the main part

The aim of this section the proof of

Gmain
ε (t) =

∫
D
h(z)gα(t, z)M(z)dz +O

((
C θt

d2 + εaK2K
2

(Ctd )2K+1
)
‖h‖1‖g‖1

)
,

where gα(t, z) is the solution of the Linearized Boltzmann equation (2.16).

6.1. Duality formula. We recall that

Gmain
ε (t) =

∑
(nj)j≤K

0≤nj−nj−1≤2j

Eε

 1
√
µ

∑
inK

Ψ0,t
nK

[h]
(
ZinK

(0)
)
ζ0
ε (g)


=

∑
n1≤···≤nK
nj−nj−1≤2j

Eε
[
µnK Ψ̂0,t

nK
[h] ĝ

]

where Ψ0,t
nK

[h] is the development of h(zi(t)) along pseudotrajectories with nk remaining particles at time
t− kθ and no recollision, overlap nor multiple interaction.

We denote

gεn(Zn) :=

(
n∑
k=1

g(zk)

)
1

Z

∑
p≥0

µp

p!

∫
eHn(Zn)−Hn+p(Zn,Zp)

(2π)
dp
2

dZp

=

(
n∑
k=1

g(zk)

) ∑
p≥0

µp

p!

∫
ψnp (Xn, Xp) dXp.

(6.1)

where the ψnp are defined in (4.10).
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Then using the equality (4.7) and L1 estimations on Ψ0,t
nK

[h] of Section 5, we have for h and g in L∞

Gmain
ε (t) =

∑
n1≤···≤nK
nj−nj−1≤2j

µnK−1Eε
[
Ψ0,t
nK ,0

[h]~1 g
]

+O

(
ε
∑
n

(Ctd )nk‖h‖0‖g‖0

)

=
∑
nK

∫
µnK−1Ψ0,t

nK
[h] (ZnK ) gεnK (ZnK )

e−HnK
(ZnK ) dZnK

(2π)
nKd

2

+O
(
ε
(
K2K

2

(Ctd )2K+1

‖h‖0‖g‖0
))

.

We want to compute the asymptotics of each term in the sum. As we suppose there is no overlap∫
µnK−1
ε Ψ0,t

nK
[h] (ZnK ) gεnK (ZnK )

e−HnK
(ZnK ) dZnK

(2π)
nKd

2

=
µnK−1

(nK − 1)!

∑
(sk)k

nl−1∏
k=1

sk

∫
R0,t
{1},(sk)k

h(zε1(t, ZnK , {1}, (sk)k))gεnK (ZnK )

K∏
i=1

1n(t−iθ)=niM
⊗nK dZnK .

where R0,t
{1},(sk)k

is the set of initial parameters such that the pseudo trajectory has no recollision and
n(τ) is the number of remaining particles at time τ (see definition 3.1.5). We had an exponent ε on zε1 to
mark the ε-dependence of the pseudotrajectory.

We want to construct the limiting process of the pseudotrajectory Zεn(τ).
We denote T the clustering tree as the sequence (qi, q̄i, s̄i)i≤nK−1 such that the i-th collision happens

between particles qi and q̄i (with qi < q̄i) and s̄i is equal to 1 (respectively −1) if the particles interact
(respectively do not interact). Fixing the initial velocities VnK , we perform the change of variable

XnK 7→ (x1, (νi, τi)i≤nK−1), with νi =
xεqi(τi)− xεq̄i(τi)

ε
.

Its Jacobian is

dXnK →
nk−1∏
i=1

εd−1
((
vεqi(τi)− vεq̄i(τi)

)
· νi
)

+
dνi dτi =:

ΛT (VnK , ν[nk−1])

(µd)nk−1
dν[nk−1] dτ[nK−1] dx1,

ν[nk−1] = (ν1, · · · , νnk−1), τ[nk−1] = (τ1, · · · , τnk−1).

The kernel Λ(VnK , ν[nk−1]) only depends on the successive velocities (vεqi(τi), v
ε
q̄i(τi)) which can be

deduced from the collision graph, forgetting the exact values of the dτ[nk−1] (since we have forbid the
pathological pseudotrajectories).

We defined the signature of the collision tree σ(T ) := s̄1s̄2 · · · s̄nK , the set of collision times

TnK := {(τi)i≤nK−1, τi ≤ τi+1, ∀k ≤ K, j ∈ [nK − nK−k, nK − nK−k−1], kθ ≤ τj ≤ (k + 1)θ}
and for a given family τ[nK−1], we define GεT (τ[nK−1]) the set of coordinates (x1, (νi)i≤nK−1, VnK ) such
that the pseudotrajectory has no recollision and for all j,

(
vεqi(τi)− vεq̄i(τi)

)
· νi is positive. The map

⊔
(sk)k

{sk} ×

R0,t
{1},(sk)k

∩ {no overlap} ∩
⋂

j≤K−1

{n(jθ) = nK−j
}→⊔

T

{T} × TnK ×GεT

(XnK , VnK ) 7→ (x1, (νi, τi)i≤nK−1, VnK )

is a diffeomosphism and

(6.2)
∫
µnK−1Ψ0,t

nK
[h] (ZnK ) gεnK (ZnK )⊗nK dZnK

=
d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

ε
T

h(zε1(t, T )gεnK (ZεnK (0, T ))

×M⊗nKΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1 dVnK .

Definition 6.0.1 (Pseudotrajectories for punctual particles). Fix a collision tree T := (qi, q̄i, s̄i) and col-
lision parameters (Vnk , τ[nk−1], ν[nk−1]). We now define the pseudotrajectories for punctual particles. The
velocities V0

nK (τ, T ) follow a jump process: at time 0, V0
nK (τ = 0, T ) = VnK . At time τi, if s̄i = 1 the veloc-

ities of particles qi, q̄i jump to vqi(τ
+
i ), vq̄i(τ

+
i ) given by (vqi(τ

+
i ), vq̄i(τ

+
i ), ν̃i) := ξα(vqi(τ

−
i ), vq̄i(τ

−
i ), νi)

(ξα the scattering map defined in )
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We defined G0
T the set of the (x1, (νi)i≤nK−1, VnK ) such that for all j,

(
v0
qi(τi)− v0

q̄i(τi)
)
·νi is positive.

Note that GεT ⊂ G0
T .

Finally, we define the formal limit of the gεnK

gnK (ZnK ) :=

nK∑
i=1

g(zi).

We have formally the convergence∫
µnK−1Ψ0,t

nK
[h] (ZnK ) gεnK (ZnK )M⊗nKdZnK

−→
ε→0

d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

0
T

h(z0
1(t, T )gnK (Z0

nK (0, T ))

× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M
⊗nK dVnK .

In order to have explicit rates of convergence, we decompose the error into three parts:

(6.3)
∫
µnK−1 Ψ0,t

nK
[h]gεnKM

⊗nK dZnK

= (6.4) + (6.5) + (6.6) +
d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

0
T

h(z0
1(t, T )gnK (Z0

nK (0, T ))

× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M
⊗nK dVnK ,

where we define

(6.4) =
d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

ε
T

(
h(zε1(t, T )gnK (ZεnK (0, T ))− h(z0

1(t, T )gnK (Z0
nK (0, T ))

)
× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M

⊗nK dVnK ,

(6.5) = − d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
G0
T

h(zε1(t, T )gnK (ZεnK (0, T ))
(
1− 1GεT

)
× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M

⊗nK dVnK ,

(6.6) =
d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

ε
T

h(zε1(t, T )
(
gεnK (ZεnK (0, T ))− gnK (ZεnK (0, T ))

)
× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M

⊗nK dVnK .

The error parts are estimated using the following standard results:

Lemma 6.1. Fix n̄ := (n1, · · · , nk) and denote for p ∈ [1, 2]

ΛpT (VnK , ν[nk−1]) :=

nk−1∏
i=1

∣∣v0
qi(τ

−
i )− v0

q̄i(τ
−
i )
∣∣p

For any ε > 0 sufficiently small, we have

(6.7)
d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

0
T

Λp(VnK , (dνi)i) dτ[nK−1] dx1M
⊗nK dVnK

≤ CnK tnK−1−1θnK−nK−1 .

Proof. Fix first the collision tree T := (qi, q̄i, s̄i)i. We sum on each νi in the decreasing order:

(6.8)
∑

(qi,q̄i,s̄i)

∫ ∣∣v0
qi(τ

−
i )− v0

q̄i(τ
−
i )
∣∣p dνi ≤ C

∑
(q̄i,s̄i)

|vqi(τi)− vqi(τi)|
p ≤ Cn2− p2

K |VnK (τi)|
p
2

≤ Cn2− p2
K |VnK |

p
2

using the conservation of energy.
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Hence,∑
T

∫
ΛpT (VnK , ν[nk−1]) dν[nk−1]M

⊗nKdVnK ≤ CnKn
2− p2
K

∫
|VnK |

nKp

2 M⊗nK dVnK

≤ CnK1 n2nK
K

∫
e−

1
4 |VnK |

2

dVnK ≤ C
nK
2 n2nK

K .

Integrating the collision times∫
TnK

dτ[nK−1] ≤
K−1∏
k=0

θnk−nk+1

(nk − nk+1)!
≤ ((K − 1)θ)nK−1−1

(nK−1 − 1)!

θnK−nK+1

(nK − nK+1)!

≤ 2nK−1tnK−1−1θnK−nK+1

(nK − 1)!
.

Finally, we multiply the two previous inequalities and 1
(nK−1)! . Using the Stirling formula, we obtain

the expected estimation. �

Now we can bound (6.6). We recall that

gεn(Zn) =

(
n∑
k=1

g(zk)

) ∑
p≥0

µp

p!

∫
ψnp (Xn, Xp) dXp,

where the ψnp are defined in (4.10). Using the estimation (4.13),∑
p≥1

µpε
p!

∫
ψnKp (XnK , Xp) dXp ≤

∑
p≥1

µpε
p!

(p− 1)!
(
Ceεd

)p
nKe

nK ≤
∑
p≥1

(
C ′ε
)p
nKe

nK ≤ 2εnKe
nK

for ε small enough. Hence, |gεn(Zn)− gn(Zn)| is smaller than ‖g‖0CnKε and

|(6.6)| ≤ C̃nK1 tnK−1‖g‖0‖h‖0ε.

Lemma 6.2. Fix n̄ := (n1, · · · , nK). For any ε > 0 sufficiently small, we have

d−nK+1

(nK − 1)!

∑
T

∫
TnK×G

0
T

∣∣1− 1GεT

∣∣ΛT (VnK , ν[nK−1]) dν[nk−1] dτ[nK−1] dx1M
⊗nK dVnK

≤ CnK tnK+10εa.

(6.9)

This is an estimation of the set of parameters leading to a pathology (a recollision, a triple interaction,
or an overlap). It is proven in the Annex B.2. From Lemma 6.2 we deduce

|(6.5)| ≤ C(Ct)nKεa‖g‖ ‖h‖.

Lemma 6.3. Fix n̄ := (n1, · · · , nk), T , ε > 0 and (x1, (τi, νi)i, VnK ) ∈ GεT . We have

(6.10) ∀τ ∈ [0, t],
∣∣XεnK (τ)− X0

nK (τ)
∣∣ ≤ nK−1∑

i=1

2nKVε∣∣vqi(τ−i )− vqi(τ
−
i )
∣∣ .

Proof. Thanks to the estimation of the interaction time (B.1), the i-th collision lasts at most a time
ε

|vqi (τ−i )−vqi (τ
−
i )| . Hence, the two trajectories XεnK (τ) and X0

nK (τ) have coincident velocities for τ outside

the union of the interval
nK−1⋃
i=1

[
τi, τi + ε

|vqi (τ−i )−vqi (τ
−
i )|

]
.

During a collision a particle can cross a distance smaller than εV
|vqi (τ−i )−vqi (τ

−
i )| which bound the error

that a collision creates. Hence, after nK collisions, summing on all the possible particles we obtain the
expected bound.

�

Lemma 6.4. Fix n̄ := (n1, · · · , nK). For any ε > 0 sufficiently small , we have

|(6.4)| ≤ C(Ct)nK−1Vε‖g‖1‖h‖1.(6.11)
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Proof. We have forbid any recollision, multiple interaction, and overlap. Hence, the velocities of pseudo-
trajectories of particles of sizes ε and 0 coincide and

(6.4) ≤ d−nK+1

(nK − 1)!

∑
T

∫
TnK×G

ε
T

nK−1∑
i=1

2nKVε‖h‖1‖g‖1∣∣vqi(τ−i )− vqi(τ
−
i )
∣∣

× Λ(VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M
⊗nK dVnK

≤
(
Ct
d

)−nK+1 Vε
(nK !)2

‖h‖1‖g‖1
nK−1∑
i=1

∑
T

∫
GεT

ΛT (VnK , ν[nk−1]) dν[nk−1]M
⊗nK dVnK∣∣vqi(τ−i )− vqi(τ

−
i )
∣∣ .

We need to bound

(6.12)
∑
T

∫
GεT

ΛT (VnK , ν[nk−1]) dν[nk−1]M
⊗nK dVnK∣∣vqi(τ−i )− vqi(τ

−
i )
∣∣ .

Note that v0
q(τ

+
i ) does not depend on the τ[nK−1], but only on the order of the collisions.

Fix a collision tree T = (qi, q
′
i, si)i. We define for i ∈ [1, nK − 1] the applications

(
ΞiT
)

1≤i≤nK
as

ΞiT = id if i = 1, and

(6.13) ΞiT : (VnK , ν[nk−1]) 7→


(
v1, · · · ,

qi−1

v′qi−1
, · · · ,

q′i−1

v′q′i−1
, · · · , vnK , ν1, · · · ,

i−1

ν′i−1, · · · , νnK−1

)
if si = 1(

Vnk , ν1, · · · ,
i−1
−νi−1, · · · , νnK−1

)
if si = 1

with the new velocities given by the scattering (v′qi−1
, v′q′i−1

, ν′i−1) := ξα((v′qi−1
, v′q′i−1

, ν′i−1)). We have that

(VnK (τ−i ), νi[nK−1]) := ΞiTΞi−1
T · · ·Ξ1

T (VnK , ν[nK−1]).

Using that the Jacobian of the scattering ξα is 1 and the conservation by the scattering of the energy
and angular momentum, the Jacobian of the transformation ΞiTΞi−1

T · · ·Ξ1
T is

ΛT (VnK , ν[nk−1]) dν[nk−1] dx1M
⊗nK dVnK → Λ

(i)
T (VnK , ν[nk−1]) dν[nk−1] dx1M

⊗nK dVnK

where we start now the velocity process at time τ−i with VnK (τ−i ) := VnK and

Λ
(i)
T (VnK , ν[nk−1]) :=

i−1∏
j=1

((
vqj (τ

+
j )− vq̄j (τ

+
j )
)
· νj
)

+

nk−1∏
j=i

((
vqj (τ

−
j )− vq̄j (τ

−
j )
)
· νj
)
− .

Hence,

(6.12) ≤
∑
T

∫
GεT

Λ
(i)
T (VnK , ν[nk−1]) dν[nk−1]M

⊗nK dVnK
|vqi − vqi |

Using the usual bound on
∑
T Λ(VnK , dν[nk−1]) that can be adapted to Λi,

(6.12) ≤
∑

(q,q′)

∫
(CnK |VnK |2 + 1)nKM⊗nK dVnK

|vq − vq′ |
≤ n2

K(C ′n2
K)nK

∫
e
|VnK |

2

4 dVnK
|v1 − v2|

≤ (C ′′n2
K)nK

as 1
|v1−v2| is an integrable singularity. This conclude the proof. �

Finally we get for h and g Lipschitz∫
µnK−1
ε Ψ0,t

nK
[h] gεnKM

⊗nK dZnK =
d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

0
T

h(z0
1(t, T )gnK (Z0

nK (0, T ))

× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M
⊗nK dVnK

+O

(
εa(Ctd )nK‖h‖1‖g‖1

)
.
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and therefore

(6.14) Gmain
ε (t) =

∑
n1≤···≤nK
nj−nj−1≤2j

d−nK+1

(nK − 1)!

∑
T

σ(T )

∫
TnK×G

0
T

h(z0
1(t, T )gnK (Z0

nK (0, T ))

× ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nK−1] dx1M
⊗nK dVnK

+ O
(
εaK2K

2

(Ctd )2K+1

‖h‖1‖g‖1
)
.

6.2. Linearized Boltzmann equation. We now identify the main part of (6.14).
Let gα be the solution of the Linearized Boltzmann equation

∂tgα(t) + v · ∇xgα(t) =
1

d
Lαgα(t),

gα(t = 0) = g

where Lα is the linearized Boltzmann operator associated to the potential αV (·)

Lαg(v) :=

∫
Rd×Sd−1

(
g(v′) + g(v′∗)− g(v)− g(v∗)

)
M(v∗)

(
(v − v∗) · ν

)
+

dν dv∗.

This equation can be rewritten in the Duhamel form:

gα(t) = S(t)g +
1

d

∫ t

0

S(t− τ1)Lαgα(τ1) dτ1

where S(τ) is the free transport

S(τ)g(x, v) = g(x− tv, v).

We iterate this formula, but we still want to cut the cases with too many collisions in a short time
interval (as for the particle system). Let define

Qm,n(τ)[g] =
1

dm−n

∫ τ

0

dτn

∫ τn

0

· · ·
∫ tm+2

0

dτm+1S(t− τn)LαS(τn − τn−1) · · ·LαS(τm+1)g,

and for nk := (n1, · · · , nk) with 1 ≤ n1 ≤ · · · ≤ nk,

Qnk(τ)g = Q1,n1
( τk )Qn1,n2

( τk ) · · ·Qnk−1,nk( τk )[g].

We have

g(t) =
∑

n1≤···≤nK
nj−nj−1≤2j

Qnk(t)[g] +

K∑
k=1

∑
n1≤···≤nk−1

nj−nj−1≤2j

∑
nk>+nk−1+2k

Qnk(kθ)[gα(t− kθ)].(6.15)

In a first time we bound the term of the sum: we have the classical estimates

Proposition 6.5. There exists a constant C such that for any g ∈ L2(M(v)dz), and n := (n1, · · · , nk),

(6.16)
∥∥Qn(kθ)g

∥∥
L2(M2(v)dz)

≤
(C(k−1)θ

d

)nk−1
2
(
Cθ
d

)nk−nk−1
2 ‖g‖L2(M(v)dz).

The proof is the same than the one of Proposition 7.5 of [LB22].
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Because gα(t) is bounded in L∞t L2(M(v)dz) by ‖g‖L2(M(v)dz) ≤ C‖g‖0, we can bound the rest term
of (6.15) by ∣∣∣∣∣

K∑
k=1

∑
n1≤···≤nk−1

nj−nj−1≤2j

∑
nk>+nk−1+2k

∫
h(z)Qnk(kθ)[gα(t− kθ)](z)M(v) dz

∣∣∣∣∣
≤

K∑
k=1

∑
n1≤···≤nk−1

nj−nj−1≤2j

∑
nk>+nk−1+2k

(C(k−1)θ
d

)nk−1
2
(
Cθ
d

)nk−nk−1
2 ‖g‖0‖h‖0

≤
K∑
k=1

∑
n1≤···≤nk−1

nj−nj−1≤2j

∑
nk>2k+nk−1

(
C θt

d2

)nk−nk−1
2 ‖g‖0‖h‖0

≤ C
K∑
k=1

2k
2
(
C θt2

d2

)2k−1

‖g‖‖h‖ ≤ C θt
d2 ‖g‖0‖h‖0.

(6.17)

The series converges since θt2

d2 < 1.
The final step is the identification of the main part in (6.15):

Proposition 6.6. Fix nK := (n1, · · · , nK) an increasing sequence of integer. Then∫
D
h(z)Qnk(t)[g](z)M(v)dz =

d−nk+1

(nk − 1)!

∑
T

σ(T )

∫
TnK×G

0
T

h(z0
1(t, T )gnk(Z0

nk
(0, T ))

×ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nk−1] dx1M
⊗nk dVnk .

(6.18)

Proof. We fix for the moment the collision times (τi)i).
We begin by developing gnK :

(6.19)
∑
T

σ(T )

∫
G0
T

h(z0
1(t, T ))gnk(Z0

nk
(0, T ))ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nk−1] dx1M

⊗nk dVnk

=

nk∑
qf=1

∑
T

σ(T )

∫
G0
T

h(z0
1(t, T ))g(z0

qf
(0, T ))ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nk−1] dx1M

⊗nk dVnk .

Definition 6.6.1. Fix a collision tree T := (qi, q̄i, s̄i)i≤nk−1) and a particle qf . We say that a sequence
(i1, · · · , i`) is causal if

i1 < · · · < i`, ∀j < `, {qij , q̄ij} ∩ {qij+1 , q̄ij+1} 6= ∅.
A particle q̄ influences the particle 1 (respectively qf ) if there exists a causal sequence (i1, · · · , i`) such
that q̄ ∈ {qi1 , q̄i1} and 1 ∈ {qi` , q̄i`} (respectively qf ∈ {qi1 , q̄i1} and q̄ ∈ {qi` , q̄i`}).

If there exists a particle q̄ which has only one collision ῑ and which does not influence both particles 1
and qf .

We use now the application ΞiT defined in (6.13). We recall that

ΞῑTΞῑ−1
T · · ·Ξ1

T (VnK , ν[nK−1]) = (ṼnK = VnK (τ−ῑ ), ν̃[nK−1]).

In a second time, for a fix (VnK , ν[nK−1]), we perform the translation x1 7→ x̃1 := x1(τῑ). The Jacobian
of ΞῑTΞῑ−1

T · · ·Ξ1
T is

ΛT (VnK , ν[nk−1]) dν[nk−1] dx1M
⊗nK dVnK → Λ

(i)
T (ṼnK , ν[nk−1]) dν[nk−1] dx̃1M

⊗nK dṼnK .

We start now the velocity process at time τ−i with VnK (τ−i ) := ṼnK and

Λ
(i)
T (ṼnK , ν[nk−1]) :=

i−1∏
j=1

((
vqj (τ

+
j )− vq̄j (τ

+
j )
)
· νj
)

+

nk−1∏
j=i

((
vqj (τ

−
j )− vq̄j (τ

−
j )
)
· νj
)
− .

We pair T with the tree T̃ as

T̃ :=

 (qj , q̄j , s̄j) for j 6= i

(qj , q̄j ,−s̄j) for j = i.
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Then σ(T ) = −σ(T̃ ), and for same ṼnK , τ[nK−1], ν[nK−1] we have z0
1(t, T ) = z0

1(t, T̃ ) and z0
q(0, T ) =

z0
q(0, T̃ ). We have Λ

(i)
T (VnK , ν[nk−1]) = Λ

(i)

T̃
(VnK , ν[nk−1]). Thus

σ(T )

∫
G0
T

h(z0
1(t, T ))g(z0

q(0, T ))Λ(VnK , dν[nk−1]) dx1M
⊗nk dVnk

= −σ(T̃ )

∫
G0
T̃

h(z0
1(t, T̃ ))g(z0

q(0, T̃ ))Λ(VnK , dν[nk−1]) dx1M
⊗nk dVnk .

Hence, it remains only in (6.19) the trees such that every particle influence both 1 and qf . The other
terms are exactly compensated.

For a remaining tree T = (qi, q̄i, νi)i we can construct the sequences

q̃0 := qf , q̃nK−1 := 1, {q̃i} := {qi, q̄i} ∩ {qi+1, q̄i+1}, {q̃′i} := {qi, q̄i} \ {q̃i}

and

s̃i :=

{
1 if qi = qi−1

− 1 else.

The sequence (q̃′i)i encodes the order in which particles collide. In addition, we can reconstruct T for
a given sequence (s̄i, s̃i, q̃

′
i)i.

We can reorder the particles such that q̃′i = nK − i (there are (nK − 1)! possibility).
Finally, we have to identify the four possible (s̄i, s̃i)i with the four parts of Lα: (1, 1) with g(v′)

(we follow the same particle which is deviated by the collision), (1,−1) with −g(v) (we follow the same
particle which is not deviated by the collision), (−1, 1) with g(v′∗) and (−1,−1) with −g(v∗). There are
(nK − 1)! possible sequence (q̃′i)i.

We conclude that
1

(nK − 1)!

∑
T

σ(T )

∫
G0
T

h(z0
1(t, T ))gnk(Z0

nk
(0, T ))Λ(VnK , dν[nk−1]) dx1M

⊗nk dVnk

=

∫
D
h(z)S(t− τnk−1)LαS(τnk−1 − τnk−2) · · ·LαS(τ1)g(z) M(v) dz.

We obtain the expected result by integrating with respect to (τ1, · · · , τnk−1). �

Combining the preceding proposition and the estimations (6.17) and (6.14), we obtain:

(6.20) Gmain
ε (t) =

∫
D
h(z)gα(t, z)M(z) dz +O

((
θt
d2 + εaK2K

2

(Ctd )2K+1
)
‖h‖1‖g‖1

)
.

7. Estimation of non-pathological recollisions

In the last two sections, we estimate the error terms where the pseudotrajectory can have a recollision.
We begin with the case of non pathological recollision.

Grec,1
ε (t) =

∑
0≤k≤K−1
1≤k′≤K′

∑
(nj)j≤k

0≤nj−nj−1≤2j

∑
nk+2≥nk+2≥nk

Eε

 1
√
µ

∑
ink

Ψ>,t−ts
nk+1

[h]
(
Zink

(ts)
)
ζ0
ε (g)1Υε


where t− ts = kθ + k′θ′.

Proposition 7.1. For ε small enough,∣∣Grec,1
ε (t)

∣∣ ≤ ‖g‖‖h‖εa/2(C ′t)2t/θ+2d+6.(7.1)

It is sufficient to prove the two following estimations:

Proposition 7.2. Fix k ∈ N, n := (n1, · · · , nk+2) ∈ Nk. Then denoting

(7.2) Ψ̄>,t−ts
nk+2! [h](Znk+2

) :=
1

nk+2

∑
σ∈Snk+2

Ψ>,t−ts
nk+2

[h](Zσ[nk+2]),
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and fixing x1 = 0 we have

(7.3)
∫

sup
y∈T

∣∣Ψ>,t−ts
nk+2

[h](try Znk+2
)
∣∣e−Hnk+2

(2π)
nkd

d

dVnk+2
dX2,nk+2

≤ εa ‖h‖0
(µd)nk+2−1

Cnk+2δ2θ(nk+2−nk−3)+tnk+9+dεa,

and, for m ∈ [1, nk+2],

(7.4)
∫

sup
y∈T

∣∣Ψ>,t−ts
nk+2

[h]~l Ψ>,t−ts
nk+2

[h](try Z2nk+2−m)
∣∣M⊗(2nk+2−m) dV2nn+2−m dX2,2nk+2−m

≤ µm−1

nmk+2

εa
(

‖h‖0
(µd)nk+2−1

Cnk+2

)2

δ2θ(nk+2−nk−3)+tnk+nk+2+9+d.

Using these estimations and Corollary 4.1,∣∣∣∣∣Eε
[
µ−

1
2

∑
ink+2

Ψ>,t−ts
nk+2

[h]
(
Zink+2

(ts)
)
ζ0
ε (g)1Υε

]∣∣∣∣∣
≤ ‖h‖0‖g‖0

Cnk+2

dnk+2−1

(
ε

1
2 +aθ(nk+2−nk−2)+δ2tnk+d+9 +

(
eaθ(nk+2−nk−2)+δ2tnk+d+9+m

) 1
2

)
≤ ‖g‖0‖h‖0δε

a
2Cnk+2( θd )

(nk+2−nk−2)+
2 ( td )

nk+2+nk
2 +d+9

≤ ‖g‖0‖h‖0δε
a
2 (Ctd )nk+d+9(Ctθd2 )

(nk+2−nk−2)+
2 .

Using that Ctθ
d2 ≤ 1 and K ′δ = θ ≤ 1, we can sum on k, k′ and nk+2∣∣Grec,1

ε (t)
∣∣ ≤ ∑

1≤k≤K−1
1≤k′≤K′

∑
n1≤···≤nk
nj−nj−1≤2j

∑
nk+2≥nk+1≥nk

‖g‖0‖h‖0δε
a
2 (Ctd )nk+d+(Ctθd2 )

(nk+2−nk−2)+
2

≤ ‖g‖0‖h‖0K ′δε
a
2KK2

(Ctd )2K+d+9

≤ ‖g‖0‖h‖0ε
a
2 (C

′t
2d )2K+d+9

This conclude the proof of (7.1).

Proof of (7.3). We recall that the pseudotrajectory development takes the form

Ψ>,t−ts
nk+2

[h] :=
1

(nk+2 − 1)!

∑
1∈ω⊂[nk+2]
|ω|=nk+1

(si)i≤ni+2−1

nl−1∏
k=1

sk h(zq(t, ·, {q}, ω, (si)i))1R>,t−ts
{q},ω,(si)i

k∏
i=1

1n(t−iθ)=ni .

Here R>,t−ts
{q},ω,(si)i is the set of initial configurations Znk+2

such that the pseudotrajectory has
• 1 the final particle at time t− ts,
• ω particles at time δ,
• at least one recollision,
• with no pathological recollision (thanks to the asymmetric conditioning).

Lemma 7.3. There exists a constant a ∈ (0, 1) such that for any n, k′ and (si)i,

(7.5)
∫
1R>,t−ts
{q},ω,(si)i

M⊗nk+2 dX2,nk+2
dVnk+2

≤ C ′
(
C ′

µd

)nk+2−1

(nk+2)nk+2δ2θ(nk+2−nk−2)+tnk+2d+4εa.

Proof. We may define the clustering tree T> as before, by looking at collisions in temporal order and
keeping only the clustering collisions. However, this will not be sufficient to characterise the initial data.

Let (q, q̄) (with q < q̄) be the first two particles having a non-clustering collision, τcycle the time of
this collision, and c ∈ [1, nk+2 − 1] such that τcycle lies between the times of the c-th and the (c + 1)-th
clustering collision. The parameters (T>, (q, q̄, c)) provide a partition of the set of initial data.
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We denote

Tnk+2
:=



(τi)i≤nk+2−1, τi ≤ τi+1,

∀j ≤ nk+2 − nk+1, τj ≤ δ

∀j ≤ nk+2 − nk[, τj ≤ k′δ

∀` ≤ k, j ≤ nk+2 − nk+2−`−1, τj ≤ k′δ + (`+ 1)θ


For a given initial data Zn we denote T := (qi, q

′
i, si)i the clustering tree, τi defined as the time of the

i-th clustering collision and νi := (xqi(τi)−xqi(τ
′
i))/ε. We denote Tnk+2

×G>,t−ts{q},ω,(si)i the image of the set

of initial datum R>,t−ts,T
{q},ω,(si)i∩{T is the clusturing tree} by (X2,nk+2

, Vnk+2
)→ (τ[nk+2−1], ν[nk+2−1], Vnk+2

).∫
1R>,t−ts
{q},ω,(si)i

e−Hnk+2

(2π)
nk+2d

2

dX2,nk+2
dVnk+2

=
1

(µd)nk+2−1

∑
T

∫
Tnk+2

×G>,t−ts,T{q},ω,(si)i

nk+2−1∏
i=1

|(vεqi(τi)− vεq′i(τi)) · νi| dνi dτiM
⊗nk+2dVnk+2

.

If the first recollision involves particles q and q′ at time τrec ∈]τ, c, τc+1[, we consider ω ⊂ [nk+2] the
connected components of {q, q′} in the collision graph on time interval [0, τrec) (it only depends on c).
As before the first recollision, the pseudotrajectory Zεω(τ) and its formal limit Zω(τ) are closed up to a
translation (thanks to Lemma 6.3): there exists a y0 ∈ T such that

∀τ ∈ [0, τrec], |X0
ω(τ)− try0

Xε
ω(τ)| ≤

nk+2−1∑
i=1

2nk+2Vε∣∣vqi(τ−i )− vqi(τ
−
i )
∣∣ .

Hence, if there is a recollision,

(7.6) |x0
q(τrec)− x0

q′(τrec)| ≤ ε+

nk+2−1∑
i=1

2nk+2Vε∣∣vqi(τ−i )− vqi(τ
−
i )
∣∣ .

We can only study the limiting flow and define a recollision as "there exists a time τrec such that (7.6) is
verified: we have

Tnk+2
×G>,t−ts,T{q},ω,(si)i ⊂ Tnk+2

×G0
T \ Tnk+2

×GεT .

Using the Lemma B.2, we get∫
1R>,t−ts
{q},ω,(si)i

e−Hnk+2

(2π)
nk+2d

2

dX2,nk+2
dVnk+2

≤ (Cnk+2)nk+2

(µd)nk+2−1
tnk−1θ(nk+2−nk−1)+ε1/4

≤ (Cnk+2)nk+2

(µd)nk+2−1
tnk−1θ(nk+2−nk−1)+δ2ε1/12

(7.7)

using that δ = ε1/12.
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Figure 9. Example of construction of a clustering tree.

�
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We obtain the expected result by summing on

(si)i≤nk+2−1 ∈ {±1}nk+2−1, ω ⊂ [nk+2], q ∈ ω
and dividing by nk+2! . �

Proof of (7.4). We use first the same bound as in the previous Section

(7.8)
∣∣∣Ψ>,t−ts

nk+2
[h]~m Ψ>,t−ts

nk+2
[h](Z2nk+2−m)

∣∣∣
≤ ‖h‖2

(nk+2!)2

(nk+2 −m)!2m!

(2nk+2 −m)!

∑
ω̄∪ω̄′=[2nk+2−m]
|ω̄|=|ω̄′|=nk+2

∑
q∈ω⊂ω̄
|ω|=nk+1

(si)i≤ni+2−1

∑
q′∈ω′⊂ω̄′
|ω′|=nk+1

(s′i)i≤ni+2−1

1R>,t−ts
{q},ω,(si)i

(Zω̄))

× 1n(k′δ)=nk1R>,t−ts
{q′},ω′,(s′

i
)i

(Zω̄′).

where n(θ) is the number of particles at time θ in the pseudotrajectory Z(τ). Note that the formula is
invariant under translation. Without loss of generality, we can suppose that We can then fix x1 = 0 and
integrate with respect to the other variables.

Using the same strategy as in the proof of (5.3), we have∫
1R>,t−ts
{q′},ω′,(s′

i
)i

(Zω̄′)e
− 1

2 H2nk+2−m dZω̄′\ω̄ ≤ C
(
C

µd

)nk−m
tnk+2−m(2nk+2 −m)nk+2−m.

The sum on the remaining particles is estimated using (7.7)∫
1R>,t−ts
{q′},ω′,(s′

i
)i

(Zω̄′)1R>,t−ts
{q},ω,(si)i

(Zω)
e−H2nk+2−m

(2π)
(2nk+2−m)d

2

dX1,2nk+2−mdV2nk+2−m

≤ (C2nk+2)2nk+2−m

(µd)2nk+2−m−1
δ2θ(nk+2−nk−3)+tnk+nk+2+9+d

We obtain the expected result by combining the two estimations, summing on the possible parameters
((si)i, ω̄, ω, q) and ((s′i)i, ω̄

′, ω′, q′) and then dividing by (nk+2)!2. �

8. Estimation of the local recollisions

In the present section we discuss Grec,2
ε (t) defined by

Grec,2
ε (t) =

∑
0≤k≤K−1
1≤k′≤K′

∑
(nj)j≤k

0≤nj−nj−1≤2j

∑
nk+2≥nk+1≥nk

Eε

[
1
√
µ
ζ0
ε (g)1Υε

×
∑
ink+2

Φ>,δnk+1,nk+2
Ψ,t−ts−δ
nk+1

[h]
(
Zink+2

(ts)
)]

for ts := t− kθ − k′δ.
We will prove the following bound:

Proposition 8.1. For ε > 0 small enough, we have

(8.1)
∣∣∣Grec,2

ε (t)
∣∣∣ ≤ C‖h‖0‖g‖0K2K

2

(C t
d )2K+1

ε
a
2 .

In the following, we denote

Φ̄k
′

nk+2
(Znk+2

) :=
1

(nk+2)!

∑
σ∈Snk+2

Φ>,δnk+1,nk+2
Ψ,t−ts−δ
nk+1

[h]
(
Zσ[nk+2]

)
The aim of this part is to prove the following bound on Φk

′

nk+2,p
:

Proposition 8.2. Fix n1 ≤ · · · ≤ nk+2 ≤ p. For m ∈ {1, · · · p} we have for x1 = 0

(8.2)
∫

sup
y∈T

∣∣Φ̄k′nk+2
(try Znk+2

)
∣∣e−Hnk+2

(Znk+2
)

(2π)
dnk+2

2

dZ2,nk+2
dv1

≤ ‖h‖0
(µd)nk+2−1

Cnk+2δ2εaθ(nk+2−nk−2)+tnk−1,
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(8.3)
∫

sup
y∈T

∣∣Φ̄k′nk+2
~m Φ̄k

′

nk+2
(try Z2nk+2−m)

e−H2nk+2−m

(2π)
d(2nk+2−m)

2

dZ2,2nk+2−m dv1

≤ µm−1

nmk+2

(
‖h‖0

(µd)nk+2−1
Cnk+2

)2

δ2εaθ(nk+2−nk−2)+tnk−1+nk+2 .

Using the estimations (8.2) and (8.3), one obtains∣∣∣∣∣Eε
[
µ−

1
2

∑
ink+2

Φk
′

nk+2
(Zink+2

(ts)) ζ
0
ε (g)1Υε

])∣∣∣∣∣ ≤ ‖g‖0‖h‖0Cnk+2

(
( δd )2( θd )(nk+2−nk−2)+( td )nk−1ε

2a+1
2

+
(

( δd )2( θd )(nk+2−nk−2)+( td )nk+2+nk−1εa
) 1

2
)

≤ δε a
2 ‖h‖0‖g‖0Cnk+2( t

2θ
d3 )

(nk+2−nk−2)+
2 ( td )nk ,

as ε
1
2 /d→ 0.

Using that Ctθ
d2 ≤ 1 and K ′δ = θ ≤ 1, we can sum on k, k′ and nk+2

∣∣Grec,2
ε (t)

∣∣ ≤ ∑
1≤k≤K−1
1≤k′≤K′

∑
n1≤···≤nk
nj−nj−1≤2j

∑
nk+2≥nk+1≥nk

‖g‖0‖h‖0δε
a
2 (Ctd )nk+d+(Ctθd2 )

(nk+2−nk−2)+
2

≤ ‖g‖0‖h‖0K ′δε
a
2KK2

(Ctd )2K+d+9

≤ ‖g‖0‖h‖0ε
a
2 (C

′t
2d )2K+d+9

This conclude the proof of (8.1).

Proof of (8.2). We recall that

Φ̄k
′

nk+2
(Znk+2

) :=
1

(nk+2)!

∑
σ∈Snk+2

Φ>,δnk+1,nk+2
Ψ,t−ts−δ
nk+1

[h]
(
Zσ[nk+2]

)

In Ψ0,t−ts−δ
nk+1

Φ0,δ
nk+1,nk+2

[h]
(
Z[nk+2]

)
we see three sets of indices:

• 1 the last particle,
• [1, nk+1] the set of particles in "final" tree pseudotrajectory development,
• [nk+1 + 1, nk+2] the particles added in the first time interval.

Any permutation σ which sends [1, nk+1] and [nk+1 + 1, nk+2] onto themselves stabilizes the function
Ψ0,t−ts−δ
nk+1

Φ0,δ
nk+1,nk+2

[h]. Hence, Φ̄k
′

nk+2,p
(Zp) is equal to

(nk − 1)!(nk+2 − nk+1)!

(nk + 2)!

∑
ω1tω2=[nk+2]
|ω1|=nk+1
q1∈ω1

Φ>,δnk+1,nk+2
Ψ,t−ts−δ
nk+1

[h]
(
zq1 , Zω1\{q1}, Zω2

)
.

Let us develop Ψ0,t−ts−δ
nk+1

Φ0,δ
nk+1,nk+2

[h]. For (si)i ∈ {±1}nk+1−1, (ω1, ω2) a partition of [nk+2] and
(λ1, · · · , λl) a partition of [nk+2] with ω1 ⊂ λ1, we define the pseudotrajectory Z̄(τ, Znk+2

, q1, ω1, ω2,
(si)i, (λj)j) by

• for τ ≤ δ,

Z̄(τ) := Z(τ, Zω1 , (λj)j)

• for τ > δ, the particle of ω3 are removed and

Z̄ω1
(τ) := Z(τ − δ, Z̄ω1

(δ), {q1}, (si)i).
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Then Φ̄k
′

nk+2
(Znk+2

) is equal to

1

(nk+2)!

∑
ω1tω2=[nk+2]
|ω1|=nk+1
q1∈ω1

∑
(si)i

(
n∑

l=1

∑
λ1⊃ω1

∑
(λ2,··· ,λl)

∈Pl−1
ω2\λ1

)
h (z̄ω1(kθ + k′δ))

× 1 Z̄(·) has a
pathology

on [0,δ]

(
nk+2−1∏
i=1

si1R
0,kθ+(k−1)δ

ω1,(si)i

(Z̄ω2
(δ))

k∏
i=1

1n(t−iθ)=ni

)

×

(
OOl(Zλ1

, · · · , Zλl
)∆∆

[m]
|λ1|(Zλ1

)

l∏
i=2

∆∆|λi|(Zλi)

)
.

The functions OO and ∆∆ are defined in Definitions 3.0.1 and 3.0.2 (they are define on a time t, here it is
replaced by a time δ).

The function OOl(Zλ1
, · · · , Zλl

) can be bounded by the Penrose’s tree inequality (see for example
[BGSRS20, Jan]),

|OOl(Zλ1
, · · · , Zλl

)| =

∣∣∣∣∣∣
∑

C∈C ([l])

∏
(i,j)∈E(C)

−1
λi
◦∼λj

∣∣∣∣∣∣ ≤
∑

T∈T ([l])

∏
(i,j)∈E(T )

1
λi
◦∼λj

.

The set T ([l]) is the set of minimally connected graph with vertices [l].
We explain now how to take advantage of the pathology of Z̄(·).

Definition 8.2.1. For r ≥ 3, we define the set Or as

(8.4) Or :=
{
Zr ∈ Dr, ∃($1, · · · , $l), the collision graph of Zr(·, Zz, ($1, · · · , $l)) on [0, δ] is

connected and the pseudotrajectory has a pathology
}
.

We recall that a pathology can be an overlap, a multiple interaction or a recollision (see the Definition
3.1.1).

For r = 2, we define

(8.5) O2 := {|x1 − x2| ≤ ε} ∪ {|(x1 − x2) + δ(v1 − v2)| ≤ ε}.

Finally for $ ⊂ [nk+2], the set O$ is defined as

(8.6) O$ :=
{
Znk+2

∈ Dnk+2 , Z$ ∈ O|$|
}
.

The O$ allows to control the recollision condition

1 Z̄(·) has a
pathology

on [0,δ]

≤
∑

$⊂[nk+2]

1O$ .

This leads to the following bound on
∣∣∣Φ̄k′nk+2

(Znk+2
)
∣∣∣ :

(8.7)
‖h‖0

(nk+2)!

∑
ω1tω2=[nk+2]
|ω1|=nk+1
q1∈ω1

∑
$⊂[nk+2]

∑
(si)i

(
n∑

l=1

∑
λ1⊃ω1

∑
(λ2,··· ,λl)

∈Pl−1
ω2\λ1

1
R

0,kθ+(k−1)δ

{q1},(si)i
(Z̄ω1(δ))1n(k′δ)=nk

× 1O$

∑
T∈T ([l])

∏
(i,j)∈E(T )

1
λi
◦∼λj

∆∆
[nk+1]
|λ1| (Zλ1)

l∏
i=2

∆∆|λi|(Zλi)

)
.

Note that the right hand-side is invariant under translation. Thus one can fix x1 = 0 and integrate
with respect to the other variables.

We introduce a partition to control the pseudo-trajectory in the time interval [0, δ].

Definition 8.2.2 (Possible clusters). Given Znk+2
∈ Dnk+2 , we construct the graph G with vertices

[nk+2]. The pair (i, j) is an edges of G if and only if there exists ω̃ ⊂ [nk+2] and (λ̃1, · · · , λ̃`) a partition
of ω̃ such that the collision graph of Z(·, Zω̃, λ̃1, · · · , λ̃`) on time interval [0, δ] is connected. We introduce
ρ := (ρ1, · · · , ρr) the possible cluster partition as the set of the connected components of G.
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We define D
ρ
ε ⊂ Dnk+2 as the set such that ρ is the possible cluster partition. The

(
D
ρ
ε )ρ form a

partition of Dnk+2 .

By definition of the potential cluster, a particle cannot interact with a particle of an other cluster for
any time in [0, δ]. Thus the systems ρi are isolated on [0, δ] and all the dynamics in [0, δ] is encode inside
the (ρi).

The parametrization of the pseudotrajectories is changed to a more adapted one. There exists a ρi
containing $. With a little lost of symmetry one can suppose that it is ρ1. In the same way for any λj
with j 6= 1 there exists some ρi containing λj . For any ρi

• ωi := (ωi1, ω
i
2) the partition of ρi defined by ωij := ωj ∩ ρi, note that the set ωi1 cannot be empty,

• λi := {λi1 := λ1 ∩ ρi} ∪ {λj for j ≥ 2 with λj ⊂ ρi} a partition of ρi,
• for i ≥ 1, pi := (ωi, λi),
• p1 := (ω1, λ1, $).

The set of possible pi is denoted P(ρi). Because ρi is of size at most γ, there exists a constant Cγ
depending only on γ such that |P(ρi)| ≤ Cγ . For a fix partition ρ, the map (ω,$, λ) 7→ (pi)i is onto.

The possible cluster partition also contains the overlap: if we denote two dynamical clusters λj and
λj′ with j, j′ ≥ 2, there exists a ρi containing both, and if λj ⊂ ρi has an overlap with λ1, then λj has
an overlap with λi1. This last property allows us to rewrite the overlap cumulant: for any Znk+2

in D
ρ
ε ,∣∣∣ψl

(
Zλ1

, · · · , Zλl

)∣∣∣ ≤ ∑
T∈T ([l])

∏
(i,j)∈E(T )

1
λi
◦∼λj

≤
r∏
i=1

∑
Ti∈T ([|λi|])

∏
(j,j′)∈E(Ti)

1
λij
◦∼λi

j′
≤

l∏
i=1

∣∣∣T ([|λi|])
∣∣∣.

The right hand-side is bounded using that∣∣∣T ([|λi|])
∣∣∣ ≤ |λi||λi|−2 ≤ |ρi||ρi|

(see section 2 of [BGSRS20]). As the symmetric conditioning imposes that |ρi| ≤ γ, the cumulants∣∣∣ψl

(
Zλ1

, · · · , Zλl

)∣∣∣ are smaller than γnk+2 .
We have now the following bound

(8.8)
∣∣Φ̄k′nk+2,p

(Zp)
∣∣ ≤ γnk+2‖h‖0

(nk+2)!

nk+2∑
q1=1

nk+2∑
r=1

∑
ρ∈Pr

nk+2

∑
(si)i

p∈
∏
i
P(ρi)

1
R
ρ,p

((si)i

(Znk+2
)

r∏
i=1

∆pi(Zρi)

where we denote

∆p1
(Zρ1

) := 1O$1Zρ1 form apossible cluster
,

∀i ≥ 2, ∆pi(Zρi) := 1
Zρi forma possible cluster

and

R
ρ,p

(si)i
:=
{
Zp ∈ D

ρ
ε , Z̄ω1(δ) ∈ R

0,kθ+(k−1)δ
{q1},(si)i

}
.

The same method than in [BGSRS22c] is used to control the condition 1
R
ρ,p

((si)i

.

For a pseudotrajectory Z̄nk+2
(τ), consider its collision graph G

[0,t−ts]
ω1∪ω2

. Then, we can construct the
graph G by identifying in G

[0,t−ts]
ω1∪ω2

the particles in a same cluster ρi. Finally we can construct the
clustering trees T> := (νi, ν̄i)1≤i≤r−1 where the i-th clustering collision in G happens between cluster ρνi
and ρν̄i .

We need to count the number of clustering collisions of T> happening between time δ and time k′δ.
If r > nk, all the r − 1 collisions in T> cannot correspond to the nk − 1 collisions of the time interval
[k′δ, θ]. Thus, at least (r− nk)+ collisions happen during [δ, k′δ] ⊂ [0, 2θ].

One needs a different representation of collision graphs. Let L0 be equal to {{1}, · · · , {r}}. The Li
and (ν(i), ν̄(i)) are constructed sequentially: suppose that Li−1 = (c1, · · · , cl), the (cj) forming a partition
of [1, r]. The i-th collision happens between cluster νi ∈ ca and ν̄i ∈ cb. Then:

• Li :=
(
Li−1 \ {ca, cb}

)
∪ {ca ∪ cb},

• {ν(i), ν̄(i)} := {ca, cb} with max ν(i) < max ν̄(i).
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Figure 10. Example of construction of the clustering stets.
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Figure 11. An example of construction of the representation (ν(i), ν̄(i))i from a cluster-
ing graph.

The (ν(i), ν̄(i))i define a partition of T >([r]) (the set of ordered trees on [1, r]).
We performed the following change of variables:

∀i ∈ {1, · · · , r− 1}, x̂i := xmin ν(i)
− xmin ν̄(i)

, X̃i := tr−xmin ρi
Xρi ,

X2,nk+2
7→ (x̂1 · · · , x̂r−1, X̃1, · · · , X̃r).

The condition R
ρ,p

(si)i
is integrated first with respect to (x̂1, · · · , x̂r−1) where relative positions inside a

cluster X̃i are kept constant. The (∆pi)i will be sum later with respect to the (X̃i)i.
Fix τi+1 the time of the (i+1)-th clustering collision and the relative positions x̂i−1, · · · , x̂1. We define

the i-th clustering set

Bi :=
⋃

q∈ω2,ν(i)

q̄∈ω1,ν̄(i)

Bq,q̄i

with ω1,ν(i)
:=

⋃
j∈ν(i)

ωj1, ω1,ν̄(i)
:=

⋃
̄∈ν̄(i)

ω̄2,

Bq,q̄i :=
{
x̂i

∣∣∣ ∃τi ∈ [0, τi+1 ∧ Ti], |x̄q̄(τi)− x̄q̄(τi)| = ε
}

and Ti := 2θ for the the (r − nk)+ first collisions, t else. We used that ω1 ∪ ω2 is the set of particles
existing after time δ.

Up to time τi the curves x̄q and x̄q̄ are independent. Hence, we can perform the change of variables
x̂i 7→ (τi, ηi) where τi is the minimal collision time and

ηi :=
x̄q̄(τi)− x̄q(τi)

|x̄q̄(τi)− x̄q(τi)|
.

The Jacobian of this diffeomorphism is εd−1|(v̄q̄(τi)− v̄q(τi)) · ηi| dτi dηi.
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As the particles in ω1,ν(i)
and ω1,ν̄(i)

are isolated during [δ, τi], their energies are conserved . The sum
of relative velocities can be bounded by∑

q∈ω1,ν(i)

q̄∈ω1,ν̄(i)

|v̄q̄(τi)− v̄q(τi)| ≤ |V̄ω1,ν(i)
(τi)| |ω1,ν(i)

|1/2|ω1,ν̄(i)
|+ |V̄ω1,ν̄(i)

(τi)| |ω1,ν̄(i)
|1/2|ω1,ν(i)

|

≤
(
|ω1,ν(i)

|+ |V̄ω1,ν(i)
(τi)|2

)(
|ω1,ν̄(i)

|+ |V̄ω1,ν̄(i)
(τi)|2

)
.

Using the same method than in the proof of 5.5,

1

2

∣∣∣V̄ω1,ν(i)
(τi)
∣∣∣2 ≤H|ω1,ν(i)

|

(
Z̄ω1,ν(i)

(δ)
)
≤H|λ1,ν̄(i)

|

(
Z̄λ1,ν̄(i)

(δ)
)

where we denote
λ1,ν̄(i)

:=
⋃
̄∈ν̄(i)

λj1.

At time δ, the particles in two different clusters cannot interact (by definition of a possible cluster),

H|λ1,ν(i)
|(Z̄λ1,ν(i)

(δ)) =
∑
j∈ν(i)

H|λj1|
(Z̄λj1

(δ)) =
∑
j∈ν(i)

H|λj1|
(Z̄λj1

(0)) ≤
∑
j∈ν(i)

H|ρj |(Zρj ).

We conclude that∑
q∈ω1,ν(i)

q̄∈ω1,ν̄(i)

|v̄q̄(τi)− v̄q(τi)| ≤ 4
∑

νi∈ν(i)

ν̄i∈ν̄(i)

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)
.

(8.9)

This gives the following bound on |Bi| (using the Boltzmann-Grad scaling µdεd−1 = 1)

|Bi| ≤
C

µd

∫ ti+1∧Ti

0

dτi
∑
q,q̄

|v̄q(τi)− v̄q̄(τi)|

≤ C

µd

∑
νi∈ν(i)

ν̄i∈ν̄(i)

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)∫ ti+1∧Ti

0

dτi.

Permuting the product and the sum,

∑
(ν(i),ν̄(i))i

r−1∏
i=1

∑
νi∈ν(i)

ν̄i∈ν̄(i)

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)
=

∑
(νi,ν̄i)i

r−1∏
i=1

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)
.

Using that

∀a, b ∈ N,
(a+ b)!

a!b!
≤ 2a+b,

we have ∫ t

0

dtr−1 · · ·
∫ t2∧T2

0

dt1 ≤
tnk∧r−1

(nk ∧ r− 1)!

θ(r−nk)+

((r− nk)+)!
≤ 2nk+2

tnk∧r−1θ(r−nk)+

(r− 1)!
.

We can sum now on the clustering collisions:∫
1

R
ρ,p

(si)i

dx̂1 · · · dx̂r−1 ≤
∑

(ν(i),ν̄(i))

∫
dx̂′11B1

∫
dx̂′21B2

· · ·
∫

dx̂r−11Br−1

≤
(
C

µd

)r−1 ∫ t

0

dtr−1 · · ·
∫ t2∧T2

0

dt1
∑

(νi,ν̄i)i

r−1∏
i=1

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)

≤
(

2C

µd

)r−1
tnk∧r−1θ(r−nk)+

(r− 1)!

∑
(νi,ν̄i)i

r−1∏
i=1

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)
.
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We can forget the order of the edges of T> = (νi, ν̄i)i, which gives a factor r!. Secondly, denoting
di(G) the degree of the vertex i in a graph G and T ([r]) the set of minimally (not oriented) connected
graphs on [1, r], we can write the preceding inequality as∫

1
R
ρ,p

(si)i

dx̂1 · · · dx̂r−1 ≤
(

2C

µd

)r−1

tnk∧r−1θ(r−nk)+

∑
T∈T ([r])

r∏
i=1

(
|ρi|+ H|ρi|(Zρi)

)di(T )

.

For A,B > 0, x ∈ R+, there exists a constant C > 0 such that

(A+ x)
B
e−

x
4 ≤

(
4B
e

)B
e
A
4 .

We use this inequality to bound∫
1

R
ρ,p

(si)i

e−
1
2 Hnk+2

(Znk+2
) dx̂1 · · · dx̂r−1

≤
(
C

µd

)r−1

tnk∧r−1θ(r−nk)+

∑
T∈T ([r])

r∏
i=1

(
|ρi|+ H|ρi|(Zρi)

)di(T )

e−
1
2

∑r
i=1 H|ρi|(Zρi )

≤ C̃nk+2
tnk∧r−1θ(r−nk)+

(µd)r−1

∑
T∈T ([r])

r∏
i=1

di(T )di(T ) .

As the sum of the di(T ) is equal to 2r− 2, we have by convexity of x 7→ x log x

r∑
i=1

di(T ) log di(T ) ≤ r

∑r
i=1 di(T )

r
log

∑r
i=1 di(T )

r
≤ (2r− 2) log 2

and |T ([r])| is equal to rr−2,∫
1

R
ρ,p

(si)i

e−
1
2 Hnk+2

(Znk+2
) dx̂1 · · · dx̂r−1

≤
(
C

µd

)r−1

tnk∧r−1θ(r−nk)+

∑
T∈T ([r])

r∏
i=1

(
|ρi|+ H|ρi|(Zρi)

)di(T )

e−
1
2

∑r
i=1 H|ρi|(Zρi )

≤ C̃ ′nk+2
tnk∧r−1θ(r−nk)+

(µd)r−1
(r− 1)! .

We can integrate now the condition ∆pi(Zρi). The particles in Zρi have to form a possible cluster.
Because clusters are of size at most γ,∫

T|ρ1|−1×(Rd)|ρ1|
∆p1

(Zρ1
) e
− 1

2
H|ρ1|

(Zρ1
)

(2π)d|ρ1|/2 dX̃i dVρ1
≤ Crδ

min{2,|ρ1|−1}

(µd)|ρ1|−1
εa,(8.10) ∫

T|ρi|−1×(Rd)|ρi|
∆pi(Zρi)

e
− 1

2
H|ρi|

(Zρi
)

(2π)d|ρi|/2 dX̃i dVρi ≤ Cγ
(
δ

dµ

)|ρi|−1

,(8.11)

The second inequality is a clustering estimation, similar to the ones threaten in the proof of (5.2). In the
first inequality we use recollision estimates as in the proof of (7.3). The proofs are given in Appendix
B.4.

Integrating the ∆i leads to∫
1

R
ρ,p

(si)i

(Znk+2
)

r∏
i=1

∆pi(Zρi)M
⊗nk+2(Vnk+2

) dX2,nk+2
dVnk+2

≤ (r− 1)!Cnk+2
tnk∧r−1θ(r−nk)+

(µd)r−1

r∏
i=1

(
δ

dµ

)|ρi|−1
δmax 2,|ρ1|−1

(µd)|ρ1|−1
εa.
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Any particle removed at time δ has a clustering collision during [0, δ]. Therefore
∑r
i=1(|ρi| − 1) is

bigger than nk+2 − nk. In addition we have chosen θ bigger than δ so∫
1

R
ρ,p

(si)i

(Znk+2
)

r∏
i=1

∆pi(Zρi)
e−Hnk+2

(Znk+2
)

(2π)
dnk+2

2

dX2,nk+2
dVnk+2

≤ (r− 1)!
Cnk+2

(µd)nk+2−1
tnk−1θ(nk+2−nk−2)+δ2εa.

We sum now on the parameters (si)i and (pi). Because size of possible clusters are bounded by γ, the
|P(ρi)| are smaller than some Cγ > 0 depending only on γ. The number of collision parameters (si)i is
equal to 2nk+2 and∫ ∣∣Φ̄k′nk+2

(Znk+2
)
∣∣M⊗nk+2 dX2,nk+2

dVnk+2

≤ ‖h‖(CCγ4γ)nk+2

nk+2!(µd)nk+2−1
tnk−1θ(nk+2−nk−2)+δ2εa

nk+2∑
r=1

∑
ρ∈Pr

nk+2

(r− 1)! .

The last sums can be bounded by

1

nk+2!

nk+2∑
r=1

∑
ρ∈Pr

nk+2

(r− 1)! =
1

nk+2!

nk+2∑
r=1

∑
k1+···+kr=nk+2

ki≥1

nk+2!

k1! · · · kr!
(r− 1)!

r!

≤
nk+2∑
r=1

∑
k1+···+kr=nk+2

ki≥1

1

k1! · · · kr!
≤ enk+2

This ends the proof of the first inequality. �

Proof of (8.3). As the Φ̄k
′

nk+2
are symmetric, it is sufficient to study

(8.12)
∣∣Φ̄k′nk+2

(Z[nk+2])Φ̄
k′

nk+2
(Z[nk+2+1−m,2nk+2−m])

∣∣.
The bound (8.7) leads to

(8.12) ≤ ‖h‖2

(nk+2!)2

∑
(q1,ω1ω2)
(q′1ω

′
1ω
′
2)

∑
$⊂[nk+2]

∑
(si)i
(s′i)i

∑
(λ1,··· ,λl)
(λ′1,··· ,λ

′
l)

1R0,ts−δ
{q1},(si)i

(Z̄ω1(δ))1R0,ts−δ
{q1},(s′i)i

(Z̄′ω′2(δ))

×

( ∑
T∈T ([l])

∏
(i,j)∈E(T )

1
λi
◦∼λj

∆∆
[nk+1]
|λ1| (Zλ1

)

l∏
i=2

∆∆|λi|(Zλi)

)

×

( ∑
T ′∈T ([l′])

∏
(i,j)∈E(T ′)

1
λ′i
◦∼λ′j

∆∆
[nk+1]
|λ′1|

(Zλ′1)

l∏
i=2

∆∆|λ′i|(Zλ′i)

)
1n(k′δ)=nk1O$ .

where we have denoted T (σ) the set of connected and simply connected graphs with vertices σ, a finite
set. The sets O$ have been defined in Definition 8.2.1. In addition,

• q1 ∈ [nk+2] and q′1 ∈ [nk+2 + 1−m, 2nk+2 −m],
• ω1 t ω2 = [nk+2], ω′1 t ω′2 = [nk+2 + 1−m, 2nk+2 −m], q1 ∈ ω1, q1 ∈ ω1 and |ω1| = |ω′1| = nk+1,
• λ1 ⊃ ω1, λ′1 ⊃ ω′1, (λ2, · · · , λl) an unordered partition of [nk+2]\ω1 and (λ′2, · · · , λ′l) an unordered

partition of [nk+2 + 1−m, 2nk+2 −m] \ ω′1.
The pseudotrajectory Z̄(τ) (respectively Z̄ ′(τ)) begins with coordinates Z[nk+2] (respectively with coor-

dinates Z[nk+2+1−m,2nk+2−m]) with parameters (q1, ω1, ω2, (λ1, · · · , λl)) (respectively (q′1, ω
′
1, ω
′
2, (λ

′
1, · · · ,

λ′l′))) in the same way than in the proof of (8.2).
Note that the right hand-side is invariant under translation. Thus one can fix x1 = 0 and integrate

with respect to the other variables.
For a position Z2nk+2−m, we consider ρ := (ρ1, · · · , ρr) the possible clusters. As in the previous section,

with a little lost of symmetry, one can suppose that $1 ⊂ ρ1. We can then construct the parameters
p1 := (ω1, ω′1, λ1, λ′1, $), (pi)i≥2 :=

(
(ωi, ω′i, λi, λ′i)

)
i≥2

:

• ωi := (ωi1, ω
i
2) is a partition of ρi ∩ [nk+2] defined by ωij := ωj ∩ ρi,
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• ω′i := (ω′
i
1, ω
′i
3) is a partition of ρi ∩ [nk+2 + 1−m, 2nk+2 +m] defined by ω′j

i
:= ω′j ∩ ρi,

• λi := {λi1 := λ1 ∩ ρi} ∪ {λj for j ≥ 2 with λj ⊂ ρi} a partition of [nk+2] ∩ ρi,
• λ′i := {λ′1

i
:= λ′1∩ρi}∪{λ′j for j ≥ 2 with λ′j ⊂ ρi} a partition of [nk+2 + 1−m, 2nk+2 +m]∩ρi.

We denote now P(ρi) the new set of possible parameters pi (this will not create a conflict with the
previous section). Because each cluster ρi is of size at most γ, |P(ρi)| is bounded by some constant Cγ
depending only on γ. Defining

∆p1
(Zρ1

) := 1
Zρ1 form a

possible cluster

1O$ , ∀i ≥ 2, ∆pi(Zρi) := 1
Zρi form a

possible cluster

R
ρ,p

(si)i,(s′i)i
:=
{
Z2nk+2−m ∈ D

ρ
ε , Z̄ω1∪ω2∪ω3

(δ) ∈ R
0,kθ+(k−1)δ
ω1,(si)i

, Z̄′nk+2
(δ) ∈ R

0,kθ+(k−1)δ
ω′1,(s

′
i)i

}
,

we have as in the inequality (8.8)

(8.12) ≤ γ2(γ−2)nk+2‖h‖20
(nk+2!)2

2nk+2−m∑
r=1

∑
ρ∈Pr

p

∑
(si)i,(s

′
i)i

p∈
∏
i
P(ρi)

1
R
ρ,p

(si)i,(s
′
i
)i

(Z2nk+2−m)

r∏
i=1

∆pi(Zρi).

Note that, for at least one i, $i is not empty. We are now constructing a clustering tree in order to
estimate R

ρ,p

(si)i,(s′i)i
.

Consider the collision graph associated with the first pseudotrajectory G
[0,t−ts]
ω1∪ω2

and the graph asso-
ciated with the second one G

[0,t−ts]
ω′1∪ω′2

. Merge them and identify vertices in a same cluster ρi. Keeping
only the first clustering collisions, we obtain the oriented tree T> := (νi, ν̄i)1≤i≤r−1. Note that these
clustering collisions can happen in the first or second pseudotrajectories.

As in the proof of (8.2) we have to bound the number of collisions of T> in the time interval [0, 2τ ].
There are at most (nk−1+nk+2−m) collisions during [(k′+1)δ, t−ts] (nk−1 for the first pseudotrajectory,
and we have to connect nk+2−m particles in the second). Thus, there are at least (r−(nk−1+nk+2−m))+

clustering collisions in [δ, (k′ + 1)δ] ⊂ [0, 2τ ].
We explain quickly how to estimate the i-th collision. As in the previous paragraph, we construct the

modified tree parameters (ν(i), ν̄(i)) and the change of variables

∀i ∈ {1, · · · , r− 1}, x̂i := xmin ν(i)
− xmin ν̄(i)

, X̃i := trxmin ρi
Xρi ,

X2,2nk+2−m 7→ (x̂1 · · · , x̂r−1, X̃1, · · · , X̃r),

and we integrate on the (x̂i).
The clustering set Bi is defined as follows: fix ti+1 the time of the (i + 1)-th clustering collision and

the relative positions x̂i−1, · · · , x̂1. We define the i-th clustering set

Bi :=
⋃

q∈
⋃
j∈ν(i)

ρj

q∈
⋃
̄∈ν̄(i)

ρ̄

(
Bq,q̄i ∪B

′q,q̄
i

)

with

Bq,q̄i :=
{
x̂i

∣∣∣ ∃τi ∈ [0, ti+1 ∧ Ti], |x̄q̄(τi)− x̄q(τi)| = ε
}
,

where Ti := 2θ for the (r− nk)+ first collisions, and t else. The set B′q,q
′

i is defined in the same way for
the other pseudotrajectory. We can apply the estimates of the previous paragraph:∫

1Bi dx̂i ≤
2C

µd

∑
νi∈ν(i)

ν̄i∈ν̄(i)

(
|ρνi |+ H|ρνi |(Zρνi )

)(
|ρν̄i |+ H|ρν̄i |(Zρν̄i )

)∫ τi+1∧Ti

0

dτi.
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In this way, we end up with the same situation as in the estimate of (8.2), and we can apply the same
strategy:∫

|Φ̄k
′

nk+2
(Zk+2)Φ̄k

′

nk+2
(Znk+2+1−m,2nk+2−m)

∣∣e−H2k+2−m(Z2nk+2−m)

(2π)2nk+2−m
dX2,2nk+2−m dV2nk+2−m

≤ (2nk+2 −m)!‖h‖2

(nk+2!)2(µd)2nk+2−m−1
Cnk+2δ2εaτ (nk+2−nk−2)+tnk−1+nk+2−m

≤ µm−1

nmk+2

(
‖h‖

(µd)nk+2−1
C̃nk+2

)2

δ2εaθ(nk+2−nk−2)+tnk−1+nk+2

which concludes the proof. �

Appendix A. The Linearized Boltzmann operator without cut-off

In this section, we construct the linearized Boltzmann operator associated with the power law 1/rs,
s > 1 and we explain where the scaling ds,α = α2/s comes from.

We begin with a change of variables in the definition of the Boltzmann operator Lα. For (v, v∗, ν) we
define

(A.1) ~ρ := ν∧(v−v∗)
|v−v∗| ∈ span(v − v∗)⊥

the impact parameters, with the Jacobian

((v − v∗) · ν)+ dν → |v − v∗| d~ρ.
This allows us to redefine the post-collisional velocities (v′, v∗) for an interaction potential U

(A.2)


(v′, v′∗) := lim

t→∞
(va(t), vb(t))

d

dt
(xa, xb) = (va, vb),

d

dt
(va, vb) = α(−∇U (xb − xa),∇U (xb − xa))

lim
t→−∞

(va(t), vb(t)) =: (v, v∗), (va − vb) ∧ (xa − xb) = |v − v∗|~ρ.

With this definition, the scattering map can easily be defined for a not compactly supported decreasing
potential.

For λ > 0, we make the change of coordinate

(t, xa, xb, va, vb) 7→ (t̃, x̃a, x̃b, va, vb) := (λt, λxa, λxb, va, vb)

In the new coordinates, the equations of motion become
d
dt̃

(x̃a, x̃b) = (ṽa, ṽb),
d
dt̃

(ṽa, ṽb) = α
(
−∇U

(
x̃a−x̃b
λ

)
,∇U

(
x̃a−x̃b
λ

))
Hence, the post-collisional parameters associated with (v, v∗, ~ρ) and potential U are the same than the
ones associated to (v, v∗, λ~ρ) and potential U (·/λ).

Performing the change of variable ~ρ→ α−1/s~ρ in the collisional operator gives

α2/sLαV g = LUα
g, where Uα(r) := αV (rα1/s) =

f
(
rα

1
s

)
rs

.

This new potential converges when α → 0 to U s(r) := 1/rs. It is natural to guess the convergence of
the operators

1

α2/s
Lα → LU s .

Appendix B. Geometrical estimates

B.1. Estimation of the length time of a collision.

Lemma B.1. Let V an interaction potential which is radial and supported in a ball of diameter ε.
We consider two particles, 1 and 2, with initial coordinates

(xa(0), va(0)) = (0, v1), (xb(0), vb(0)) = (εν, v2), ν ∈ Sd−1, (v1 − v2) · ν < 0,

following the Hamiltonian dynamics linked to

H :=
|va|2 + |vb|2

2
+ V (xa − xb).



50 LONG TIME VALIDITY OF THE LINEARIZED LANDAU AND UNCUT-OFF BOLTZMANN EQUATIONS

Then the collision time is bound by

(B.1) T := inf{τ > 0 |xa(τ)− xb(τ)| > ε} ≤ ε

|v1 − v2|
.

Proof. The motion equations can be written as
d
dt (xa + xb) = (va + vb)

d
dt (va + vb) = 0

d
dt (xa − xb) = (va − vb) d

dt (va − vb) = −2∇V (xa − xb) .
Hence, T does not depend on v1 + v2.
We use the impact parameter ρ := |~ρ| defined in (A.1). The time Tα is given by (See chapter 8 of

[GSRT13])

T =
2

|V |

∫ ε/2

rmin

dr√
1− ρ2

r2 − 2 V (r)
|v1−v2|2

,(B.2)

with rmin defined by

1− ρ2

r2
min
− 2

V (rmin)

|v1 − v2|2
= 0.

We begin by performing the change of variables

(B.3) u2 :=
ρ2

r2
+ 2

V (r)

|v1 − v2|2

which implies

T =
2

|V |

∫ 1

ρ/ε

u du√
1− u2

r
ρ2

r2 − rV ′(r)
|v1−v2|2

(B.4)

Using that V ′ is non positive and that u ≤ ρ
r ,

T ≤ 2

|v1 − v2|

∫ 1

ρ/ε

du√
1− u2

ur3

ρ2
≤ 2

|v1 − v2|

∫ 1

ρ/ε

du√
1− u2

ur3

ρ2
≤ 2

|v1 − v2|v

∫ 1

ρ/ε

ρ du

u2
√

1− u2

The variables are turned into x = u/ρ,

T ≤ 2

|v1 − v2|

∫ ε

ρ

x dx√
x2 − ρ2

=
2
√
ε2 − ρ2

|v1 − v2|
≤ 2ε

|v1 − v2|
.

�

B.2. Proof of Proposition 7.2. The goal of this section is to prove the following estimation 7.5:

Lemma B.2. Let V an interaction potential that is radial, decreasing, and supported in a ball of radius
ε.

There > 0 independent of V such that for t = nkθ

(B.5)
∑

T=(qi,q̄i,si)i≤nk−1

∫
Tnk×G

0
T

(
1− 1G0

T

)
ΛT (VnK , ν[nk−1]) dν[nk−1] dτiM

⊗nkdVnk

≤ CnK (nk)nkθ(nk−nk−1−2)+tnkε1/4.

The proof of this lemma is an adaptation of the proof of Lemma 8 of [PSS14]. The estimation is not
optimal. For example, the factor ε1/4 can be replaced in the hard spheres setting by ε| log ε|r for some
constant r > 1 (see for example [BGSRS21]). However, optimal estimates use the upper bound of the
collision kernel of hard spheres. Such bounds are verified for more general potential and certainly not in
the limit α→ 0. The proof of [PSS14] (which is adapted from it) is more robust.

Proof. We need to avoid
• an overlap: there exists a time τ ∈ (0, t) ∩ δZ and two particles q and q′ such that

|xq(τ)− xq′(τ)| ≤ ε,
• a recollision: there exists a time τ ∈ [0, t] and two particles q and q′ such that τ /∈ {τ1, · · · , τnk−1}

and
|xq(τ)− xq′(τ)| = ε and (xq(τ)− xq′(τ)) · (vq(τ)− vq′(τ)) < 0.
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We begin with the estimation of overlap, which is easier.
As the i-th collision between particles (qi, q̄i) can last only a time ε

|vqi (τ
−
i )−vq̄i (τ

−
i )| (B.1), there can be

an overlap only if there is some τ ∈ δZ ∩ [0, t] such that τi is in the interval

Iε(τ, VnK , ν[nk−1]) :=

[
τ − ε

|vqi(τ−i )− vq̄i(τ
−
i )|

, τ

]
Hence, the set of parameters leading to an overlap is smaller than

∑
τ∈δZ∩[0,t]
1≤i≤nk−1

∑
T

∫
Tnk×G

0
T

1Iε(τ,VnK ,ν[nk−1])(τi)ΛT (VnK , ν[nk−1]) dν[nk−1] dτ[nk−1]M
⊗nkdVnk

≤ t

δ

Cnktnk−1θ(nk−nk−1−1)+

nnkk

∑
1≤i≤nk−1

∑
T

∫
G0
T

εΛT (VnK , ν[nk−1])

|vqi(τ−i )− vq̄i(τ
−
i )|

dν[nk−1]M
⊗nkdVnk

As
εΛT (VnK , ν[nk−1])

|vqi(τ−i )− vq̄i(τ
−
i )|

=

nk−1∏
j=1
j 6=i

((
vεqj (τi)− vεq̄j (τj)

)
· νj
)

+

we can apply the same estimates as in Lemma 6.1. We conclude that the set of overlap has a measure
smaller than

εCnktnk−1+1θ(nk−nk−1−1)+

δnnkk
.

We treat the recollision now. If the first recollision involves particles q and q′ at time τrec, we consider
ω ⊂ [nk+2] the connected components of {q, q′} in the collision graph G [0,τrec). Before the time τrec, the
pseudotrajectory Zεω(τ) and its formal limit Zω(τ) are close up to a translation, and using Lemma 6.3,
there exists a y0 ∈ T such that

∀τ ∈ [0, τrec], |X0
ω(τ)− try0

Xεω(τ)| ≤
nk+2−1∑
i=1

2nKVε∣∣vqi(τ−i )− vq̄i(τ
−
i )
∣∣ .

Hence, there is a recollision if at time τrec ∈ [0, t] \ {τi}i,

(B.6) ∃ q, q′ ∈ [nk − 1] such that |x0
q(τrec)− x0

q′(τrec)| ≤ ε+

nk+2−1∑
i=1

2nKVε∣∣vqi(τ−i )− vq̄i(τ
−
i )
∣∣ .

We can study only the limiting flow and defining an touch as "there exists a time τrec such that (B.6) is
verified: we have

Tnk ×G0
T \ Tnk ×GεT ⊂ Tnk ×G0

T ∩ {at least one touch}.
The first step is to forbid the collisions which last to long. We define E1 ⊂ Tnk ×G0

T as

E1 :=

{
∀i ≤ nk − 1,

∣∣vqi(τ−i )− vqi(τ
−
i )
∣∣min {1, (τi − τi−1), (τi+1 − τi)} ≥

ε1/4

n2
kV

}
.

In E1 there is a touch if there exists a time τrec such that

(B.7) |x0
q(τrec)− x0

q′(τrec)| ≤ 3ε3/4,

and

1− 1E1
≤
nk−1∑
i=1

1|vqi (τ−i )−vqi (τ
−
i )|≤ εc1

n2
k
V

+ 1|vqi (τ−i )−vqi (τ
−
i )|max{(τi−τi−1),(τi+1−τi})≤ ε

1/4

n2
k
V
.

Now fix a collision tree T . The first touch happens at time τrec between particles qrec and q′rec. There
exists a collision i0, two disjoint sequences of collisions (ij)j≤p and (i′j)j≤p′ and two sequences of particles
(aj)j≤p, (a′j)j≤p′ such that

• ∀j ≥ 1, i0 < ij and i0 < i′j ,
• ∀j ≥ 1, aj ∈ {qij , q′ij} ∩ {qij−1 , q

′
ij−1
} and a′j ∈ {qi′j , q

′
i′j
} ∩ {qi′j−1

, q′i′j−1
},

• if for j < j′, aj = aj′ , then for any i ∈ [ij , ij′ ] such that aj ∈ {qi, q′i} we have j ∈ {ij , ij+1, · · · , ij′},
and similary for the sequences (i′j)j≤p′ , (a′j)j≤p′ ,

• a0 = qi0 , a′0 = q′i0 and {ap, a′p′} = {qrec, q
′
rec}.



52 LONG TIME VALIDITY OF THE LINEARIZED LANDAU AND UNCUT-OFF BOLTZMANN EQUATIONS

We have a touch if

(B.8) min
s∈[−t,t]R
y0∈Zd

∣∣∣∣∣∣y0 +

p∑
j=1

vaj (]τij−1 , τij [)(τij − τij−1) + vap(]τip , τrec[)(s− τip)

−
p′∑
j=1

va′j (]τi′j−1
, τi′j [)(τi′j − τi′j−1

) + va′
p′

(]τi′
p′
, τrec[)(s− τi′

p′
)

∣∣∣∣∣∣ ≤ ε3/4.

As the velocities are bound by nkV, y0 is smaller than n2
kVt.

Remark B.2.1. Note that we can perform the previous construction if τrec > τi0 . If we study the overlap
for particles of size ε, it is always the case. But for punctual particles, the pathology can happen before
the first collision. Our proof can be adapted by taking i0 such that i0 > ij and i0 > i′)j, making the
change of variable Vnk 7→ Vnk(τ−i0 ) and looking everything backwardly.

Denoting

∆vj := vaj+1
(]τij , τij+1

[)− vaj (]τij−1
, τij [), ∆v′j := va′j+1

(]τi′j , τi′j+1
[)− va′j (]τi′j−1

, τi′j [),

w0 := va0
(τ+
i0

)− va′0(τ+
i0

), and wf = vap(]τip , τrec[)− va′
p′

(]τi′
p′
, τrec[),

the equation (B.8) can be written as

(B.9) min
s∈[−t,t]
y0∈Zd

∣∣∣∣∣∣y0 − τi0w0 +

p∑
j=1

∆vjτij −
p′∑
j=1

∆v′jτi′j + swf

∣∣∣∣∣∣ ≤ ε3/4

We define E2 ⊂ E1 as

(B.10) E2 :=
{
∀s ∈ [−t, t], i ∈ [1, nk], y0 ∈ Zd \ {0,

∣∣y0 − s
(
vqi(τ

+
i )− vq′i(τ

+
i )
)∣∣ ≥ ε1/4

}
.

We want to bound the complement of E2 in E1. As it is a subset of E1, the case y0 = 0 is impossible.
The velocities are bounded by V and we only have to test the y0 such that |y0| ≤ tV. If∣∣y0 − s

(
vqi(τ

+
i )− vq′i(τ

+
i )
)∣∣ ≤ ε1/4,

the vector
(
vqi(τ

+
i )− vq′i(τ

+
i )
)
has to leave in a cone C (y0, ε

1/4) of axes y0 and angle 2 arcsin ε1/4/|y0| .
2ε1/4 (y0 is of length at least 1). Hence

(B.11) 1touch1E1
(1− 1E2

) ≤
∑
y0∈Zd
|y0|≤tV

nk−1∑
i=1

1vqi (τ
+
i )−vq′

i
(τ+
i )∈C (y0,ε1/4).

Now we place our-self in E2. There exists a `0 such that |∆v`0 | or |∆v′`0 | is smaller than ε1/4

2nkt
(in the

following, we suppose that it is |∆v`0 |). Else, by triangular inequality

|wf − w0| =

∣∣∣∣∣∣
p∑
j=1

∆vj −
p′∑
j=1

∆v′j

∣∣∣∣∣∣ ≤ ε1/4

3nkt
,

which gives the following contradiction

∃s ∈ R, |y0 − (τi0 − s)w0| ≤ ε3/4 +
2ε1/4

3
.

In the following, we denote ŵf := wf

|wf | . Equation (B.9) implies that

(B.12) min
y0∈Zd

∣∣∣∣∣∣(y0 − τi0w0) ∧ ŵf +

p∑
j=1

∆vj ∧ ŵfτij −
p′∑
j=1

∆v′j ∧ ŵfτi′j

∣∣∣∣∣∣ ≤ ε3/4.

We distinguish two cases:
• If there exists a `1 ∈ N such that |∆v`1 ∧ ŵf | ≥ ε1/2/nk, τi`1 has to be in an interval of length ε1/4.
• Else, we have

|w0 ∧ ŵf | ≤
p∑
j=1

|∆vj ∧ ŵf |+
p′∑
j=1

|∆vj ∧ ŵf | ≤ ε1/2.
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If y0 is non zero, |y0 ∧ wf | is smaller than 2tVε1/2. Hence, there exists a collision j, a vector y0 ∈ Zd
with |y0| ≤ nKtV, and a couple of particles (q, q′) such that∣∣(vq(τ−j )− vq′(τ

−
j )
)
∧ y0

∣∣ ≤ 2tVε1/2

If y0 = 0, as we are in E1,∣∣∣∣ ∆v`0
|∆v`0 |

∧ ŵf

∣∣∣∣ ≤ ε1/2

nk|∆v`0 |
≤ ε1/4 and |w0 ∧ ŵf | ≤

1

τ0

(
ε3/4 + nk

ε1/2

nk

)
≤ ε1/2.

Finally

(B.13)
∣∣∣∣ ∆v`0
|∆v`0 |

∧ w0

∣∣∣∣ ≤ ε1/2 + ε1/4.

Note that ∆v`0 is equal one of the (±ζi(vq`0 (τ−`0)− vq′`0
(τ−`0), ν`0)i≤4, where, denoting

(w
′

2 ,−
w′

2 , ν
′) = ξα((w/2,−w/2, ν)),

ζ1(w, ν) := w, ζ2(w, ν) := w′, ζ3(w, ν) :=
w − w′

2
and ζ4(w, ν) :=

w + w′

2
.

We conclude that

(B.14)
∫
Tnk

dτnk1touch

≤ Cnktnk−1θ(nk−nk−1−1)+

nnkk

(
ε1/4 +

∑
i

1|vqi (τ−i )−vqi (τ
−
i )|≤ε1/4 +

ε1/4∣∣vqi(τ−i )− vqi(τ
−
i )
∣∣

+
∑
y0∈Zd
|y0|≤tnkV

∑
i≤nk
(q,q′)

1|(vq(τ−j )−vq′ (τ
−
j ))∧y0|≤2tVε1/2

+
∑
i,j

4∑
`=1

1∣∣∣∣∣∣
ζ`(vqj

(τ
−
j

)−v
q′
j

(τ
−
j

),νj)

|ζ`(vqj (τ
−
j

)−v
q′
j

(τ
−
j

),νj)|
∧(vqi (τ

+
i )−vq′

i
(τ+
i ))

∣∣∣∣∣∣≤ε1/4

)
.

We have to integrate now with respect to (ν[nk−1], Vnk). As in the proof of (6.11) we use the applications
ΞiT defined by (6.13).

We recall that

Ξi+1
T ΞiT · · ·Ξ1

T (ν[nk−1], Vnk) = (ν̃[nk−1], Ṽnk = Vnk(τ+
i ))

and that the Jacobian of this application is 1. We can integrate with respect to vq(τ
−
i )− vq(τ

−
i ).

We treat now the last singularity. If we remove the edges (qj , q
′
j) from T , either qj or q′j is not in the

connected component of {qi, q′i}. Without loss of generality, we suppose that it is qj . We denote ω the
connected components of qj in T \ {(qj , q′j , sj)}. Before the collision j the particles of ω are independent
of the other ones, and as before, we can construct an application of Jacobian 1

Ξ̄ : (ν[nk−1], Vnk) 7→ (ν̄,Vωc)(τ
+
i ),Vω(τ−j )).

In addition

|Vnk |2 =
|Vnk(τ+

i )|2

2
+
|Vnk(τ−j )|2

2

≥ |Vω
c(τ+

i )|2

2
+
|vqj (τ−j )|2 + |vqj (τ−j )|2

2
+
|Vω\{qj}(τ

−
j )|2

2

≥ |Vω
c(τ+

i )|2

2
+
|vqj (τ−j )− vqj (τ

−
j )|2

4
+
|Vω\{qj}(τ

−
j )|2

2
,
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and denoting w := vqj (τ
−
j )− vqj (τ

−
j ), we can integrate with respect to the velocities∑

T

∫
G0
T

1∣∣∣∣∣∣
ζ`(vqj

(τ
−
j

)−v
q′
j

(τ
−
j

),νj)

|ζ`(vqj (τ
−
j

)−v
q′
j

(τ
−
j

),νj)|
∧(vqi (τ

+
i )−vq′

i
(τ+
i ))

∣∣∣∣∣∣≤ε1/4

ΛT (VnK , ν[nK−1])M
⊗nk dν[nk−1] dVnk

≤
∫
1∣∣∣ ζ`(w,νj)

|ζ`(w,νj)|∧(vqi−vq′i )
∣∣∣≤ε1/4

(C(1 + |Vnk |2))nke−
|V[nk]\{qj}

|2

4 − |w|
2

8

(2π)
nkd

2

dν[nk−1] dṼ[nk] dw

≤ n2nk
k Cnkε1/4.

Finally we obtain

(B.15)
1

(µd)nk−1

∑
T

∫
Tnk×G

0
T

1reco

nk−1∏
i=1

|(vqi(τi)− vq′i(τi)) · νi| dνi dτiM
⊗nkdVnk

≤ (nkC)nktnk−1θ(nk−nk−1−1)+

(µd)nk−1
ε1/4.

This conclude the proof. �

B.3. Proof of (3.6).

Lemma B.3. For n ≤ 2γ,

(B.16)
∫
1 Zn form a

possible cluster
M⊗n dZn ≤ Cγµ−n+1δn−1

Proof. First choose a family ω1, · · · , ωp of subset covering [r], and (λi)i≤p = (λ1
i , · · · , λ

li
i )i≤p a family of

partitions of ωi. As n is bounded, there are a finite number of possible ((ωi)i, (λi)i). We construct the
graph G as the merge of the collision graph of Z(τ, Zωi , λi) on [0, δ], and we extract T the clustering tree
(there are less than (2γ)2γ possible clusterings trees). We can then adapt the proof of (5.3) (where we
treated only two pseudotrajectories), and we obtain the expected result. �

B.4. Proof of (8.10). We recall that Or ⊂ Dr is the set

Or :=
{
Zr ∈ Dr, ∃(λ1, · · · , λl), the collision graph of Zr(·, Zz, (λ1, · · · , λl)) on [0, δ] is

connected and the pseudotrajectory has a collision or a multiple interaction
}
.

Proposition B.4. There exists a positive constant Cn depending only on the dimension and the number
of particles n such that

(B.17)
∫
Tn−1×Bn(V)

1On(Zn)
e−Hr

(2π)
nd
2

dX2,n dVn ≤
Cn

(µd)n−1
δn−2ε1/4 ≤ Cn

(µd)n−1
δn−1ε1/12,

where Br(V) is the ball of radius V in dimension rd (we use that δ = ε1/12).

Proof. For r = 2, we have ∫
D2

1O2
(Z2)

e−H2

(2π)d
dx2 dV2 = Cεd ≤ Cδ2εa

µd

as δ2εa = ε3/12 ≤ ε.
Fix parameters (λ1, · · ·λl) and denote R(λ1,···λl) ⊂ Dr the set of initial configuration such that the

pseudotrajectory has a connected collision graph and a pathological collision.
As we suppose that the collision graph is connected, we can construct a clustering tree T := (qi, q̄i)i≤r−1

as in the proof of Proposition 5.2. We define τpath the time of the first pathological collision. The corre-
sponding collision can either create a loop in the collision graph or be a clustering multiple interaction.

The first case can be treaten as a recollision, which is already treaten in the proof of Proposition 5.2
and in the preceding Section, we have∫

Tr−1×Br(V)

1Rreco
(λ1,···λl)

e−Hr

(2π)
rd
2

dX2,r dVr ≤
Crδ

r−2

(µd)r−1
ε1/4.

In the second case, there are two clustering collisions j < ̃ such that {qj , q̄j} ∩ {q̃, q̄̃} and
∀τ ∈ (τj , τ̃), |xqj (τ)− xq̄j (τ)| < ε.
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Two particles (qj , q
′
j) can touch on a time interval shorter than ε

|vqj (τj)−vq̄j (τj)| (which is integrable).
Hence, using the same strategy than in the proof of Proposition 5.2:∫

Tr−1×Br(V)

1Rmult
(λ1,···λl)

e−Hr

(2π)
rd
2

dX2,r dVr ≤
Crδ

r−1

(µd)r−1
εa.

Summing on all the possible (λ1, · · ·λl) we obtain the expected result. �

Proof of (8.10). We have now to prove the Estimation (8.10):∫
Tr−1×(Rd)r

1O$1Zr form a

possible cluster

e−
1
2

Hr(Zr)

(2π)dr/2
dX2,r dVr ≤

Crδ
min{2,r−1}

(µd)r−1
εa,

Without loss of generality, we suppose that 1 ∈ $.
Fix the family ω1, · · · , ωp of subset covering [n], and (λi)i≤p = (λ1

i , · · · , λ
li
i )i≤p a family of partition

of ωi such that the union of the collision graph associated to parameters ((λji )j)i is connected.
We begin by fix Z$ and sum the clustering of the particle in [n] \$∫

Tn−1×(Rd)n
1O$1Zr form a

possible cluster

e−
1
2 Hn(Zn)

(2π)dn/2
dX$ dV$ ≤ 1O$

e−
1
2 H|$|(Z$)

(2π)d|$|/2
Cnδ

n−|$|

(µd)|$|
εa.

Then we integrate with respect to dX$\{1} dV$. �
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